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C O N S P E C T U S


Can we put organic molecules to use as electronic com-
ponents? The answer to this question is to no small


degree limited by the ability to contact them electrically
without damaging the molecules. In this Account, we present
some of the methods for contacting molecules that do not
or minimally damage them and that allow formation of
electronic junctions that can become compatible with elec-
tronics from the submicrometer to the macroscale. In “Lin-
naean” fashion, we have grouped contacting methods
according to the following main criteria: (a) is a chemical
bond is required between contact and molecule, and (b) is
the contact “ready-made”, that is, preformed, or prepared
in situ?


Contacting methods that, so far, seem to require a chem-
ical bond include spin-coating a conductive polymer and transfer printing. In the latter, a metallic pattern on an elasto-
meric polymer is mechanically transferred to molecules with an exposed terminal group that can react chemically with the
metal. These methods allow one to define structures from several tens of nanometers size upwards and to fabricate devices
on flexible substrates, which is very difficult by conventional techniques. However, the requirement for bifunctionality severely
restricts the type of molecules that can be used and can complicate their self-assembly into monolayers.


Methods that rely on prior formation of the contact pad are represented by two approaches: (a) use of a liquid metal
as electrode (e.g., Hg, Ga, various alloys), where molecules can be adsorbed on the liquid metal and the molecularly mod-
ified drop is brought into contact with the second electrode, the molecules can be adsorbed on the second electrode and
then the liquid metal brought into contact with them, or bilayers are used, with a layer on both the metal and the second
electrode and (b) use of preformed metal pads from a solid substrate and subsequent pad deposition on the molecules with
the help of a liquid. These methods allow formation of contacts easily and rapidly and allow many types of monolayers
and metals to be analyzed. However, in their present forms such approaches are not technologically practical.


Direct in situ vacuum evaporation of metals has been used successfully only with bifunctional molecules because it is
too invasive and damaging, in general. A more general approach is indirect vacuum evaporation, where the metal atoms
and clusters, emitted from the source, reach the sample surface in an indirect line of sight, while cooled by multiple colli-
sions with an inert gas. This method has clear technological possibilities, but more research is needed to increase deposi-
tion efficiency and find ways to characterize the molecules at the interface and to prevent metal penetration between
molecules or through pinholes, also if molecules lack reactive termination groups.


This Account stresses the advantages, weak points, and possible routes for the development of contacting methods. This
way it shows that there is at present no one ideal soft contacting method, whether it is because of limitations and prob-
lems inherent in each of the methods or because of insufficient understanding of the interfacial chemistry and physics. Hope-
fully, this Account will present the latter issue as a research challenge to its readers.
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1. Introduction


The drive for finding ways to change the current electronic


technologies to fulfill future needs is among the factors that


fuel the increased interest in molecular electronics. In gen-


eral, development of molecular electronics over the last


decades is strongly “Galison”- rather than “Kuhn”-like, that is,


more driven by the emergence of new tools than by new


ideas. While scanning probe microscopies and advanced


nanofabrication methods have the highest visibility among


these tools, they also include advances in syntheses of rele-


vant molecules, molecular modification of electronic materi-


als, and ways to make electrical contacts to molecules.1 In this


Account, we focus on the last of these tools, while noting that


results from research on all these methods fuel expectations


to make organic molecules active components in future


electronics.


Making electrical contacts to solids is often a combination


of science, technology, and art, with the weight of each


depending on how far technology and understanding have


advanced. It is, therefore, not surprising that contacting mol-


ecules to measure electronic transport through them by con-


necting them to the macroscopic world severely limits and


hinders reliable and reproducible studies, as well as realiza-


tion of molecular devices. This is due mostly to difficulties in


(I) attaching the molecules reproducibly to the electrodes,


needed to perform systematic studies, because, for general


laboratory use, one wants the method not to be limited to spe-


cific types of molecules, while, for practical use, quite differ-


ent requirements may dominate, and (II) understanding how


electrodes and molecules interact. Such understanding is crit-


ical for knowing how details of contacting, in terms of mate-


rials and methods, affect the resulting molecule-based device


characteristics.


Several experiments show substantial changes in the con-


ductivity of conjugated “molecular-wire” molecules by chang-


ing the type or geometry of their contacts to surfaces.2


Experimental conductivity values can differ by orders of mag-


nitude for the same molecule,2 something that makes even


those cases, where some agreement is obtained with values


obtained from theoretical models, of limited value. In this


Account, we review methods for contacting molecules to form


electronic junctions of sizes well beyond a few hundreds of


molecules, that is, junctions for micro- to macroelectronics. We


group the methods, roughly, according to the following crite-


ria: (i) whether a chemical bond is required between contact


and molecule (see section 2) or (ii) whether the contact is pre-


formed, “ready-made” (see section 3), or is prepared in situ


(mostly by evaporation; see section 4).


By focusing on contacts to many molecules, observed


effects will be averaged over all the molecules.2 As a result,


we lose single-molecule effects but can gain in reproducibil-


ity. In addition such contacts are more likely to be relevant for


possible future devices. Approaches for contacting isolated sin-


gle molecules or isolated small ensembles (mostly <100) of


molecules, such as nanoparticle-coupled conducting atomic


force microscopy (AFM),3 direct conducting AFM,4 electroless


deposition,5 mechanically controllable break junction,6 bridg-


ing nanoparticles,7 and electromigration,8 are outside the


scope of this Account. A more comprehensive overview that


includes also those approaches and others (e.g., crossed


wires,9 conductive polymer spin-coating,10 soft contact lami-


nation11) will be presented elsewhere.


2. Chemical-Bond-Limited Approach


While all methods that use the chemical bond approach are


limited by the choice of molecules and of molecule/contact


combinations, reproducibility of the resulting device structure


and of the transport measurements performed on them is


often better with than without a chemical bond between mol-


ecule and contact.


2.1. Transfer Printing. Complete, “ready-made” features


can be transferred onto substrates without the need for ener-


getic photon, ion, or electron beams.11,12 In transfer printing,


a thin metal film is evaporated onto an elastomeric stamp


(e.g., polydimethylsiloxane, PDMS) and electrical contacts are


made by mechanically contacting the metal-coated PDMS


stamp and the organic layer. Nanometer-sized features and


devices fabricated on flexible substrates have been demon-


strated.11


The weak point of the method is the transfer of the metal


by mere mechanical contact because, in principle, there is no


driving force for such transfer. This problem can be overcome


by using molecules that form chemical bonds with the “to-be-


transferred” metal pad (see ref 11 and references therein). Fig-


ure 1 illustrates this process for fabricating top metal


electrodes to form metal/molecule/substrate junctions.


A variety of materials, surfaces, and chemical systems of


interest can be used with the (nano)transfer printing approach.


The chemical systems generated by transfer printing, TP, are


not damaged by the tools used to create them and can, thus,


be integrated easily into systems where tools such as ener-


getic beams would be too destructive. In particular, these


methods found use for patterning monolayers. (Photo)electri-
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cal measurements show that direct contacts between the


transferred metal and substrate electrodes are reduced in TP


diodes, compared with devices made by vacuum metal evap-


oration onto the molecular layer. The ability to define nanom-


eter-scale structures, in which case the method is called


nanoTP, nTP, and to fabricate devices on flexible substrates,


both of which are very difficult to achieve by conventional


techniques, is an additional advantage. The recent results of


Guerin et al., showed relatively poor reproducibility, small


effective contact area and rather mediocre electrical charac-


teristics for devices prepared by nTP on molecules without the


chemical binding group to the metal, stressing the need for


bifunctional molecules.13 Yet, making monolayers with bifunc-


tionalized molecules, such as dithiols, is not trivial, because,


for example, if too long (and too flexible) a molecule is used,


both thiol groups can bind to the substrate.14


2.2. Spin Coating of Conductive Polymer. Metal/molec-


ular insulator/organic conductor/metal junctions, up to 100


µm in diameter with close to 100% yield and a shelf life of


over several months were made with this approach (see Fig-


ure 2).15,16 The keys to producing these junctions were use of


a conducting polymer layer sandwiched between a thiol-ter-


minated monolayer and the top electrode to prevent electri-


cal shorts and processing within lithographically defined


vertical interconnects (or via holes) to prevent both parasitic


currents and interaction between the environment and the


monolayer.


The technique appears simple, is compatible with standard


integrated circuit fabrication processes, and can be scaled up.


It will be interesting to see how well this approach works with


molecules that cannot bind chemically to the polymer.


3. “Ready-Made” Approaches


3.1. Liquid Metal. A simple way for nondestructive contact-


ing of organic molecules is to use a liquid metal as electrode


(Hg is the obvious and most common choice). Molecules can


be adsorbed on the liquid metal and the molecularly modi-


fied drop is brought into contact with the second electrode or


molecules can be adsorbed on the second electrode and the


liquid metal brought into contact with them (Figure 3); see refs


17–22 and references therein.


For Hg/monolayer/metal junctions, the breakdown voltages


and tunneling characteristics of alkanethiols and polyphe-


nylenes were characterized.20 A feature of these junctions (and


those formed by lift-off; see section 3.2) is that both single and


double monolayers, that is, bilayers, can be prepared and


studied. Thus, a bilayer can be formed, using two Hg drops,


each with an adsorbed monolayer or by having a monolayer


on both the Hg and the substrate.20 Using this (Hg/mono-


layer//monolayer/Hg) approach, Holmlin et al.23 found that by


changing the interaction from covalent to hydrogen or van der


Waals-like bonds, conductivity changed by more than 4 orders


of magnitude. Junctions of mixed monolayers that display rec-


tification were formed with tetracyanoquinodimethane-func-


tionalized decyldisulfide.24


Hg contacts to alkyl-chain monolayers on n- or p-Si25 and


-GaAs26,27 provided a reproducible way to form junctions (at


>50%, at times 80% yield) with reproducible transport results.


Using a semiconductor rather than a metal as one of the con-


tacts has some interesting consequences. With n-type semi-


conductors, the Hg contact to the molecular monolayer


FIGURE 1. Schematic illustration of (nano)transfer printing, (n)TP. A
substrate covered by a monolayer of molecules with an exposed
reactive terminal group (e.g., thiol) is mechanically contacted by the
metal-coated elastomeric PDMS. The stamp is removed from the
substrate, and the pattern is left on the molecules because metal
adhesion to PDMS is weaker than that to the exposed thiol group.


FIGURE 2. Schematic illustration of a patterned molecular junction
made by spin coating a conductive polymer of poly(3,4-
ethylenedioxythiophene) stabilized with poly(4-styrenesulphonic
acid) (PEDOT/PSS).


FIGURE 3. Schematic illustration (not to scale) of a molecular
junction that is formed with a liquid metal contact.
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covered semiconductor was rectifying, with thermionic emis-


sion dominating transport at low and tunneling at higher for-


ward bias. The thermionic emission transport characteristics


were found to be more sensitive to monolayer and junction


quality than any other physical measurements. At higher for-


ward bias the n-type systems behaved rather similarly to met-


al/molecule/metal ones. With p-type substrates, tunneling


dominated over most of the bias voltage range. Because of


the reproducibility of the data, provided by the Hg contact, the


transport characteristics could be analyzed reliably in both


regimes, using the thermionic emission and the direct tunnel-


ing models. As a result, a fuller description is possible than for


metal/molecule/metal junctions. Such analyses led to the real-


ization that hybridized orbital (valence band (VB) and conduc-


tion band (CB) levels that hybridize with the highest occupied


molecular orbital (HOMO) and lowest unoccupied molecular


orbital (LUMO) ones of the molecules) “induced interface


states” need to be included in tunneling transport descriptions.


Comparing the Si and GaAs systems showed that here the


substrate has an important role in transport, for example, by


changing the relative importance of tunneling vs thermionic


emission. Remarkably, adding a Hg-S chemical bond at the


Hg interface for the Si systems did not change the tunneling


transport efficiency, in contrast to other experimental results


where such an extra bond does make a difference.2,28 In this


case, a combination of photoemission data and electronic


structure computations showed that the orbitals involved in


bonding (and antibonding) are significantly farther from the


Fermi level than the above-mentioned induced interface


states.


For GaAs, changing the chemical bond to the semiconduc-


tor (S-terminated alkyl to As or phosphonate-terminated alkyl


to Ga) did affect transport, an effect that was expressed by a


difference in the effective electron mass for tunneling, due to


the change in interface energetics and potential profile


between the two systems.


These results are noted here because at present only a few


contacting methods appear capable of yielding sufficiently


robust and reproducible experimental results to allow stud-


ies like these. Indeed, the difficulty to obtain reproducible


results was one of the main driving forces for researchers to


use “conductance histograms” to measure single-molecule


conductance.29,30


With cyclic disulfide molecules adsorbed on a Hg drop and


brought in contact with a SiOx-on-Si substrate, reproducible,


stable negative differential resistance (NDR) at room temper-


ature was found, the result of reversible changes in the


molecule-Hg electrode contact.22


While liquid metal electrodes will not or rarely have prac-


tical technological use, they can be formed fast, are easy to


construct, and allow multiple monolayer and metal variations


to be analyzed. The method is limited to ensemble measure-


ments and cannot be performed below the metal freezing


point. Also, it is as yet unclear whether there are cases where


the liquid metal contact can introduce defects in or cause


reconstruction of the monolayers because of hydrostatic pres-


sure.20


3.2. Lift-Off-Assisted Approaches. These methods rely


on capillary interactions, induced by the liquid–solid inter-


faces between two solids and a common liquid for transfer-


ring thin solid metal films onto (molecularly modified) solid


substrates. The first method of this type, termed lift-off,


float-on (LOFO), was developed by Vilan et al.31 and is com-


patible with molecular adsorption either on the substrate, on


the transferred solid film, or on both solids, with no discern-


ible degradation of the monolayer.31 The general procedure


includes two major steps (see Figure 4).


Several device types were made with LOFO. Among these,


we note metal/GaAs32,33 and metal/ZnO34 junctions. System-


atic studies of electronic transport across these junctions


showed them to be unequivocally controlled by a discontin-


uous partial monolayer of polar molecules with average orga-


nization because they always had the same group bound to


the surface. Because electron transport through the molecules


seemed to contribute little or nothing to the change in junc-


tion properties, the observed findings were attributed entirely


to a change in effective electron affinity of the modified sur-


face. Such changes result from electrostatic effects, due to the


average dipolar layer formed by the molecules.


A complementary configuration, using Si-(SiOx)-Au diodes


with polar molecules adsorbed on the Au contacts, was also


FIGURE 4. Schematic description of the lift-off, float-on (LOFO)
procedure: (a) lift-off of evaporated leaf from a glass slide using a
detaching agent; (b) float-on of the leaf on the solid substrate in a
liquid medium.
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probed.35 In such diodes, the metal work function, rather than


the semiconductor’s electron affinity was changed. In this case,


there was also some contribution from tunneling across the


molecules because of the higher density and better organiza-


tion of the molecular film on Au than on GaAs. In all cases, the


observed differences between diodes were explained well by


differences in molecular dipoles due to the change in molec-


ular dipoles. In contrast to vacuum evaporation (see section 4)


with LOFO, any metal diffusion through small (1–2 nm) pin-


holes in the organic monolayer is extremely unlikely. At the


same time, though, the area of the molecules contacted with


LOFO is smaller than that with evaporated contacts. A possi-


ble reason is that etching the glass/metal pad during the lift-


off process leaves a relatively rough surface (>1 nm).31,33


Melosh and co-workers further developed the method


using a polymer to transfer a top metal contact onto molec-


ular films without macroscopic distortion or damage.36 The


key component was a hydrophobic polymer backing layer on


preformed electrodes. Such backing provides mechanical sta-


bility and a thermodynamic driving force to eliminate wrin-


kling of the pads, a problem with LOFO. With this technique,


termed PALO (polymer-assisted lift-off), metal-electrode


devices were fabricated in parallel over a wide range of elec-


trode dimensions (10-4 to 9 mm2; LOFO areas were limited


to ∼0.1 mm2) with lithographically defined spatial registry. As


in the case of LOFO, only very few (here <10%) of the molec-


ular junctions were short-circuited.


LOFO and PALO can be viewed as macroscopic comple-


ments to chemisorption of metallic nanoparticles on suitably


terminated monolayers,3 but with wider use, since they do not


rely on actual chemical bonding to the metal. Because in


LOFO and PALO the surfaces that are to be bonded are kept


wet until the very moment of establishing the electrical con-


tact and contact formation occurs at (or very close to) room


temperature, the methods are also suitable for electronic


devices incorporating biological molecules.37 Such materials


commonly suffer severe rearrangement when removed from


their original environment. It will be interesting to apply LOFO


and PALO to Langmuir–Blodgett films by floating the contacts


on the molecular films directly inside the trough.


4. In-Situ Approach–Metal Evaporation


Vacuum deposition of metals by evaporation is one of the


most common electrical contacting methods in laboratories


and industry. Because the method is well-developed, its use


for molecules is of great interest. The usual way of metal


evaporation is described first, followed by an adaptation that


appears more suitable for contacting molecules.


4.1. Direct Evaporation. Making electrical contacts by


metal evaporation relies on vaporizing the metal by heating


it to sufficiently high temperatures and then recondensing the


vapor onto a cooler substrate. Normally, the metal atoms and


clusters reach the substrate with high temperatures and kinetic


energies. This, together with radiation emitted from the heated


source, can modify the substrate surface, and molecules on


the surface can be damaged. Also the metal can penetrate


through the molecules to the substrate,38 even if the sample is
cooled during metal evaporation.39


Several studies have analyzed the interaction between the


evaporated atoms and clusters and organic molecules. If the


molecules’ terminal groups react with the impinging metal,


this can control somewhat the damage and decrease diffu-


sion of metal through the molecules.38,40–42 The balance


between nucleation on top of the monolayer and diffusion


through the layer depends critically on the functionality of the


terminal groups and the type of the incoming metal atoms. If


the metal atoms have low reactivity toward the terminal


groups, they can penetrate through the organic monolayer


toward the counter electrode and, eventually, form an adlayer


between the electrode and the monolayer. Such a process can


produce metallic “columns” that connect the upper and lower


contacts to each other. If the bottom electrode, on which the


molecules are adsorbed, is metal, these columns may short


the device. If the metal easily oxidizes (e.g., Al), then, because


the columns are very thin, instead of shorts, well-defined rel-


atively insulating pillars can form. The height of these pillars


will be determined by the molecular layer’s width. Thus, elec-


trical transport measurements for metal/molecular layer/metal


junctions may reflect transport through the pillars, if those are


more conductive than the molecules, rather than through the


molecules. Still, the experimenter may be misled in viewing


the results as evidence for transport through the molecules


while, in reality, the molecules only function as spacers that


determine the width of the medium through which the elec-


trons pass.


If the impinging metal reacts readily with the molecular ter-


minal group, the metal will remain on the top of the mono-


layer by forming bonds with its end groups.38,41,43 The higher


the reactivity of the terminal groups is with the metal, the


more likely it is that the metal remains on top of the mono-


layer, bound to the molecules’ end groups, the less likely is


metal interdiffusion through the monolayer,38,41 and the


shorter molecules can be used.44 Indeed, a three carbon atom


chain with a thiol end group was reported to block Au diffu-
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sion to the substrate.44 It is not yet clear how thiol termina-


tions can prevent metal diffusion through 2D pinholes that


may exist, especially in layers of short molecules.45


In view of the above, it is fair to state that vacuum depo-


sition of metals as used in microelectronics today is too harsh


a method for most organic molecules or is limited to a nar-


row range of organic molecules that, basically, have reactive,


sacrificial terminal groups and that will be altered by reac-


tion with the metal. Even experiments that use cooled sub-


strates should be viewed with caution, also if they do not


show obvious device shorting.46,39 Rather, unless evidence to


the contrary is available, it is likely that the measured electri-


cal characteristics represent an average of transport across


damaged and undamaged molecules and of parts that are


and are not shorted.39 Other criteria need to be used to judge


if damage resulted from contact deposition (see section 4.2).


4.2. Indirect Evaporation. Evaporation of metals under


conditions that minimize exposure of the substrate to high


energies and temperatures can significantly limit damage to


the molecules. One way to accomplish this is to partially back-


fill the evaporator chamber with an inert gas. In this way, the


metal atoms and clusters that reach the sample surface will be


cooled by multiple collisions with the inert gas, a process that


can be aided further by turning the sample away from the


source. Naturally these measures have a price, a drastic reduc-


tion (up to 100×) in deposition rates of the metal atoms or


clusters on top of the samples, which will range between 10-4


to 10-2 nm/s.39 By using e-beam instead of thermal evapo-


ration, deposition is mainly of atoms, with only a minor frac-


tion of clusters, making the process better controllable with a


smoother surface of the evaporated film. Turning the sample


away from the source also reduces sample heating by avoid-


ing direct irradiation of the sample (see Figure 5).39,47 Natu-


rally, also cooling the sample is useful to limit sample heating,


but the cooled sample should not be the coldest place in the


evaporation chamber to avoid condensation of residues onto


the sample. Therefore, a second coldfinger, colder than the


sample should be present in the chamber (see Figure 5).


Due to the difficulties to characterize molecules at the sub-


strate/metal interface and to extract information on the state


of the molecules from the junction’s electrical behavior, we


developed a different approach to assess damage to the mol-


ecules, after metal evaporation onto them, building on our


earlier work on semiconductor surface modification by molec-


ular dipoles,32,39 reviewed in a previous Account.48 Adsorb-


ing a series of molecules with systematically varying dipole


moments onto a semiconductor leads to a systematic varia-


tion in the electron affinity of the modified semiconductor sur-


face. If a metal contact is deposited on that surface without


damaging the molecules, then the Schottky barrier height for


electron transport across the resulting metal/(molecules on


semiconductor) junctions should show a similar systematic


change.


We used molecules with the same binding group to the


semiconductor surface and with a terminal group exposed to


the outside and, thus, to the deposited metal, so as to change


the molecule’s dipole moment. Thus yields a very sensitive


tool to assess the effect of deposition damage on the mole-


cules. Indeed, we find that details of the evaporation process


can completely change the resulting device characteristics.


“Indirect” evaporation is found to cause far less damage than


“direct” evaporation, even with a cooled sample, yielding


reproducible results, especially if Pd is used for contacting.


Comparing molecular effects on metal/molecular layer/


GaAs junctions prepared by indirect evaporation and by other


soft contacting methods showed that Au is not an optimal


choice as evaporated contact metal. The reason is the ease by


which Au (as well as Ag) can diffuse between molecules,


something that can lead, apart from direct contact-substrate


connections, to undesired and uncontrollable interfacial inter-


actions. Such diffusion is mostly absent with Pd, which grows


preferably by a 2D mechanism, which limits the metal’s inter-


action with the molecules.39


FIGURE 5. Schematic view of indirect cooled evaporation. Samples
are placed on a holder and hidden from the crucible. The difference
from direct evaporation is that there the samples “see” the metal
crucible and evaporation itself occurs at the base vacuum pressure
without the presence of inert gas. The second cold finger assures
that the sample will not be the coldest spot in the chamber to
avoid condensation of spurious residues on it; that is, in the figure
T2 < T1.
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5. Summary and Outlook


While the properties of molecules play a significant role in the


characteristics of molecular devices, the nature of the electri-


cal contact to the molecules can dictate the overall behavior


of the device. Subtle differences in contacting to form the


molecular junction can change the device characteristics. A


complication with molecular junctions is the difficulty to know


the chemical nature and structure of the contacts. The need to


use contacts that are (at least) several tens of nanometers thick


(or in diameter, for contact by metallic nanoparticles) or to get


continuous metal films as electrical contacts makes character-


ization of the molecules below the contacts by normal sur-


face analyses difficult, although there are reports on infrared


spectroscopy of molecular organic layers buried under a thin


metal film.49,50


For single molecules and small ensembles of molecules,


systems not considered in this Account, inelastic electron tun-


neling spectroscopy (IETS) was used to get vibrational spec-


tra of the molecules buried under a metal contact.44,51–53


With larger ensembles of molecules, ballistic energy electron


microscopy may, in some cases, help to characterize buried


molecular films.54,55 It is clear, though, that it will be of very


great interest to find ways of functional imaging of buried


molecules.


To summarize and provide a perspective for the future, we


note that among the various approaches and architectures


that have been used to contact organic molecules, at present


very few have a proven track-record for high yield and repro-


ducibility to allow performance of systematic studies. There


are advantages and disadvantages to each contacting


approach, and the choice will be determined by weighing


each method’s (dis)advantages. Methods requiring a chemi-


cal bond seriously limit the choice of molecules and of mol-


ecule/contact combinations but can improve resulting device


structure and fabrication and measurement reproducibility.


Liquid metals, while likely not practical technologically, form


contacts easily and rapidly and allow multiple monolayer and


metal variations to be analyzed. The method is limited to


ensemble measurements and cannot be performed below the


metal freezing point. Indirect vacuum evaporation of metals


has clear technological possibilities, but more research is


needed to ensure that metal penetration between molecules


or through pinholes can be prevented, if molecules lack reac-


tive termination groups, to increase deposition efficiency and


to find ways to characterize molecules at the interface.
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C O N S P E C T U S


Acid catalysts play a vital role in the industrial synthesis and produc-
tion of a plethora of organic chemicals. But, their subsequent neu-


tralization and disposal is also a giant source of waste. For example, for
a Friedel-Crafts acylation with AlCl3, a kilogram of product yields up to
20 kg of (contaminated) waste salt. Other processes are even worse, and
this waste is both an environmental and economic shortcoming. Here we
address this issue by showing a series of acid catalysts where the neutral-
ization is “built in” to the system and thus eliminates waste. Clearly these
will not replace all organic and mineral acid catalysts, but they can replace
many. Further, we show how these self-neutralizing catalysts can often elim-
inate unwanted byproducts, improve selectivity, or elimination of mass
transfer limitations by changing from heterogeneous to homogeneous systems. They readily facilitate separations and pro-
mote recycling, to promote both green chemistry and good economics.


First is near-critical water, or liquid water under pressure, where the KW for dissociation goes up 3-4 decades between
0 °C and 250 °C, thus facilitating both acid and base catalysis. Moreover, as the exothermic hydrogen bonding diminishes,
the dielectric constant goes down to the point at which both salts and organics are soluble in this very hot water. For exam-
ple, toluene and water are completely miscible at 305 °C. This eliminates mass transfer limitations for the reactions, and
postreaction cooling not only lowers the KW to neutralize the ions without waste but also results in facile separations from
simple liquid-liquid immiscibility.


Further, we show the formation of catalysts with alkylcarbonic acids from alcohols and CO2, analogous to carbonic acid
from water and CO2. We show a number of applications for these self-neutralizing catalysts, including the formation of ket-
als, the formation of diazonium intermediates to couple with electron-rich aromatics to produce dye molecules, and the hydra-
tion of �-pinene. Here also these systems often enhance phase behavior to cut mass transfer resistance. In an analogous
application we show that peroxide and CO2 gives peroxycarbonic acid, also reversible upon the removal of the CO2, and
we show application to epoxidation reactions.


The bottom line is that these catalysts afford profound advantages for both green chemistry and improved economics.
The methods outlined here have potential for abundant applications, and we hope that this work will motivate such
opportunities.


Introduction
Acids are the most used catalysts in industry, and


they produce more than 1 × 108 t/year of prod-


ucts.1 Common acids include Bronsted acids such as


HCl, H2SO4, and H3PO4 and Lewis acids such as


AlCl3 and BF3. But acid-catalyzed industrial processes


often suffer from large amounts of waste, toxicity,


corrosion, and difficulty of separation. For example,


in the Friedel–Crafts acylation of methyl benzoate


with acetic anhydride, approximately 20 kg of AlCl3
are used per kilogram of product produced.2 The


neutralization of the AlCl3 after the reaction produces


huge quantitites of impure salt byproducts, which


must be removed and disposed of as they consti-


tute toxic waste. The most popular approach to solv-


ing these problems is the use of solid acids.1
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However, solid acids can bind irreversibly with anything in the


system that is basic, destroying the catalytic activity. Therefore,


there is significant demand for an easily recycled, environmen-


tally benign acid.3


We have developed processes that utilize several revers-


ible acid catalysts, generated in situ and requiring no down-


stream neutralization, remediation, or regeneration.4 The three


major catalysts that form the focus of this Account are (1)


near-critical water (NCW), (2) alkylcarbonic acids, and (3) per-


oxycarbonic acid.


Near-critical water (water heated to 200–300 °C) has excit-


ing potential for sustainable processing because of the advan-


tages for clean reactions and facile separations.5 Alkylcarbonic


acids are self-neutralizing acids that form in situ in


alcohol-CO2 systems at mild pressures (10–47 bar) and then


revert during depressurization.6 These species are analogous


to carbonic acid (see Scheme 1) formed from CO2 and water.


Peroxycarbonic acid is another carbonic acid relative; this spe-


cies is formed from hydrogen peroxide and CO2 (see Scheme


1). Peroxycarbonic acid is a prospective reagent for olefin


epoxidation reactions, an important class of industrial reac-


tions often plagued by large amounts of waste from organ-


operoxides, metal catalysts, or bromide salts. These three


reagents are each formed in situ, and the elimination of each


after the reaction is both easy and nonpolluting, placing them


at the forefront of sustainable technology.


Near-Critical Water (NCW)


A. Definition of NCW. NCW is defined as water that has


been heated to 200–300 °C, where its properties have begun


to differ significantly from those of ambient water.5 Gener-


ally, we use NCW at its saturation pressure, which varies from


about 15 to 90 bar over this range. In this subcritical region,


water does not exhibit all of the same destructive properties


as those of supercritical water in oxidation processes (400–


500 °C); therefore, it is still useful for chemical transforma-


tions. In addition to several studies on the solvent properties


of NCW,7–11 we have performed hydrolyses,12,13 hydrations,14


and also carbon-carbon bond-forming reactions such as


alkylations,15,16 acylations,17 and aldol-type condensations.18


B. Properties of NCW. Important differences in the phys-


iochemical properties of NCW relative to ambient water are


the density, dielectric constant, and autodissociation constant.


These changes are due to the reduction of the extensive


hydrogen bonding; specifically, water loses approximately


55–60% of its hydrogen-bonding network as the tempera-


ture is increased from 25 to 300 °C.19 For example, on heat-


ing water from 25 to 300 °C, the density decreases from 1


g/mL to about 0.75 g/mL,20 while the dielectric constant


decreases from 78 to approximately 20.21 These resulting


properties correspond to a moderately polar solvent, similar to


acetone (dielectric constant ) 21.4 at 25 °C), and are also tun-


able with changes in pressure. The reduction in dielectric con-


stant enables a greatly enhanced solubility of relatively


nonpolar organic species in NCW,8,9,22 though at a cost of


some reduction in inorganic salt solubility.


Perhaps the most striking feature of NCW is the large


increase in the autodissociation constant. The KW of water


increases by as much as 3 orders of magnitude, from 10-14


at 25 °C to nearly 10-11 at around 250 °C (at saturation pres-


sure, about 40 bar),23 where a maximum occurs. The


increased autodissociation constant of NCW provides, in prin-


ciple, a means of performing both acid and base catalysis


without adding mineral acids or bases. By simply heating the


solution, the autodissociation of water increases, providing an


enormous increase in the concentration of hydronium and


hydroxide ions, resulting in a catalytic medium for the chem-


ical transformation. Cooling the mixture restores the “normal”


ambient ion concentrations of these ionic species, thus con-


stituting a self-neutralizing catalytic medium. This is impor-


tant for ease of separations (no catalyst to be recovered),


elimination of processing steps (no neutralization required),


and waste reduction (no salt disposal) and provides a proto-


type for in situ catalyst formation.


One consequence of the decreased polarity and hydrogen


bonding in NCW is a corresponding increase in the solubility


of relatively nonpolar organics. This solubility increase is vital,


because it enables the dissolution of substrates in sufficient


quantities for homogeneous reactions to take place. The dra-


matic reversal of solubility with temperature provides the


opportunity in NCW to dissolve simultaneously nonpolar and


ionic species at high temperature with subsequent phase sep-


SCHEME 1. Formation of Carbonic Acid, Alkylcarbonic Acid, And
Peroxycarbonic Acid
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aration of the organic products by simply cooling the postre-


action mixture. This enables a simple decantation of products


to replace more difficult forms of product recovery.


The functionality of the organic substrate is still a major fac-


tor in its solubility in NCW. We measured upper critical solu-


tion temperatures (UCSTs) for several functionalized organics,


for example, acetophenone (228 °C), 1-octanol (278 °C), and


anisole (291 °C),8 which are lower than those for benzene


(305 °C), toluene (310 °C), and n-hexane (355 °C).22 The sol-


ubility of n-hexane increases by 5 orders of magnitude from


ambient water to NCW, demonstrating the enormous poten-


tial NCW has for effecting simple separations based on ther-


mal solubility swings. The structural effect due to substituent


position on solubility are much less significant, because the


UCST for 1-hexanol (221 °C) and 2-hexanol (230 °C) are quite


similar.9 An example solubility curve for 1-octanol and water


as a function of temperature is provided in Figure 1.8,24 The


solubility of 1-octanol in water increases rapidly upon heat-


ing from x ) 7.5 × 10-5 at 25 °C to x ) 0.013 at 265 °C and


full miscibility at 278 °C. This rapid increase in mutual solu-


bility at moderate temperatures, compared with a flat solubil-


ity profile near the UCST, is typical for nonpolar organics with


water and provides an excellent opportunity for highly effi-


cient phase separations.


The Kamlet-Taft method is a powerful technique for


assessing the local environment surrounding a probe mole-


cule in solution. The three parameters that are central to the


method are π* (dipolarity/polarizability), R (hydrogen bond


acidity), and � (hydrogen bond basicity). We reported the


Kamlet-Taft parameters for water from 25 to 275 °C.10 The


π* values and density of saturated liquid water are shown in


Figure 2;10,25 π* continuously decreases as the temperature


increases, from a value of 1.08 at 25 °C to 0.69 at 275 °C.


Thus, NCW at 275 °C has a dipolarity/polarizability compara-


ble to that of ambient acetic acid. Despite the loss in polar-


ity, NCW retains considerable hydrogen bond acidity, with R


values decreasing from 1.16 at 25 °C to 0.84 at 275 °C, val-


ues comparable to that of ambient ethanol. In contrast to π*


and R, � changes only slightly from 25 to 275 °C.


C. Reactions in NCW. We utilized the Kamlet-Taft


parameters to correlate the rates of decomposition in NCW of


two of the dyes used in solvatochromic studies, 4-nitroaniline


and N,N-dimethyl-4-nitroaniline, which produce aniline and


N,N-dimethylaniline, respectively.11 Rates associated with


these reactions were studied at 200–275 °C. Since the mech-


anism of reaction involves acid catalysis and since nitric acid


is produced in both reactions (Scheme 2), the reaction kinet-


ics follow an autocatalytic pathway. A linear solvation energy


relationship (LSER) for the kinetic results revealed no depen-


dence on the � (hydrogen bond basicity) parameter for this


acid-catalyzed decomposition but yielded a good correlation


FIGURE 1. Liquid–liquid equilibria for 1-octanol(1)-water(2). The
data were taken at a variety of pressures.8,24


FIGURE 2. Dipolarity/polarizability (π*) of saturated liquid water as
a function of temperature.10,25


FIGURE 3. Fractional conversion of n-propyl benzoate vs time at
250 °C.12


SCHEME 2. Acid-Catalyzed Mechanism for the Hydrolysis of 4-
Nitroaniline in Near-Critical Water11
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with R and π*, demonstrating the correlation of kinetic rate


constants in NCW with solvatochromic properties.


For the hydrolysis of a series of benzoate esters in near-


critical water, the conversion versus time yielded S-shaped


curves (Figure 3), suggesting an autocatalytic mechanism.12


The data were consistent with the AAC2 mechanism for acid-


catalyzed hydrolysis of esters, where the protonation of the


carbonyl oxygen of the ester functionality is part of the rate-


controlling step. We further measured the rates of hydrolysis


of isobutyl benzoate at 260–300 °C and calculated an acti-


vation energy of 24 ( 3 kcal/mol, similar to that for the acid-


catalyzed hydrolysis of substituted benzoic acid esters in


ambient water.13 The rate of hydrolysis decreased as the


length or branching of the alkyl alcohol chain increased, and


the rate of hydrolysis of substituted isobutyl benzoates was


independent of ring substituents. As a consequence, Hammett


analysis yielded a negligible F-value, characteristic of the acid-


catalyzed ester hydrolyses in ambient aqueous systems. In


contrast, the literature indicates that the base-catalyzed mech-


anism gives a F-value of 2.4. Therefore, we concluded that the


increased KW of NCW, resulting in greater concentrations of


hydronium ion, is the dominant effect controlling the rate of


hydrolysis of benzoate esters.


We have reported the rates of hydrolysis of a series of sub-


stituted anisoles,13 where we found a Hammett F-value of 2.3


(Figure 4), consistent with a simple SN2 displacement by water


on the methyl group of the substituted anisole (Scheme 3).


The rates of hydrolysis of the anisoles were substantially faster


than those of the more sterically hindered phenetoles, also


consistent with the postulated SN2 mechanism.


In the hydration of �-pinene in NCW at 200–250 °C,14 the


product distribution obtained was identical to that generated


under ambient aqueous acid-catalyzed conditions; as a con-


sequence, we postulated that the reaction in NCW proceeded


via carbonium ion intermediates. The reaction of �-pinene in


water at 200 °C was relatively fast with 90% conversion in 20


min. However, the yield of the target terpineols was small


(10%) with the formation of hydrocarbons dominating the


products under these conditions. Reactions performed at 250


°C showed even greater hydrocarbon formation. These poor


selectivities are in contrast to those obtained for this reaction


using alkylcarbonic acids, discussed below.


We studied the Friedel–Crafts alkylation of phenol with tert-
butanol in NCW to produce 2-tert-butylphenol and 4-tert-bu-


tylphenol (Scheme 4), with product yields shown in Figure


5.15,16 The kinetics were described using a simple reaction


network involving two reversible first-order reactions, with the


reversibility confirmed by back-reaction of the product in


NCW. The selectivity of the reaction could be tuned with tem-


perature; the equilibrium concentration of the 2-isomer


decreased while that of the 4-isomer increased with increas-


ing temperature. Other alkylation reactions involved reacting


p-cresol with tert-butanol to form 2-tert-butyl-4-methylphenol


and the reactions of phenol with isopropyl alcohol and n-pro-


pyl alcohol; although these proved less-active alkylating


FIGURE 4. Hammett plot for anisole hydrolysis.13


SCHEME 3. Mechanism for the Hydrolysis of Anisole13


FIGURE 5. Mole fraction product yields as a function of time for
the reaction of phenol with tert-butyl alcohol in water at 250 °C
and 172 bar: phenol (0); 2-tert-butylphenol (O); 4-tert-butylphenol
(4).16


SCHEME 4. Alkylation and Acetylation of Phenol in Near-Critical
Water17
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agents compared with tert-butanol, the major product from


each of the isomeric propanols was 2-isopropylphenol, con-


sistent with a carbocation-like intermediate, followed by a


rearrangement. In all cases, we reported rate constants and


activation energies at 250–300 °C.15


Like classical Friedel–Crafts alkylations, the corresponding


classical acylation reactions require the presence of Lewis or


Bronsted acids. Unlike the alkylation process, acylations usu-


ally require more than stoichiometric quantities of the acid. In


addition, the electrophilic reaction partner is usually an expen-


sive and hydrolytically unstable acid chloride, usually dis-


solved in a chlorinated solvent. Neutralization of the final


reaction mixture results in large quantities of contaminated


salt waste.26 We successfully acetylated phenol (Scheme 4)


and resorcinol using acetic acid in near-critical water and in


neat acetic acid at 250–300 °C.17 As with the alkylation reac-


tions, the acetylations are reversible at high temperatures in


the presence of water but with less favorable equilibrium


yields of acylation product. In aqueous acetic acid at 290 °C,


phenol was primarily converted to 2-hydroxyacetophenone,


4-hydroxyacetophenone, and phenyl acetate in approximately


equal amounts, with a combined equilibrium yield of less than


1%. Under the same conditions, resorcinol was converted to


primarily 2,4-dihydroxyacetophenone with an equilibrium


yield of 4%. Acetylations are generally irreversible with tradi-


tional Friedel–Crafts catalysts. Thus, the low yields represent


a significant obstacle to adoption of the NCW process.


To address the equilibrium limitation, the acetylations were


performed in neat acetic acid. At 290 °C, phenol acetylation


proceeded with a combined equilibrium yield of 8%. Under


the same conditions, resorcinol was successfully converted


with an equilibrium yield of more than 50% in less than 12 h


(Figure 6). Thus, the use of “near-critical” acetic acid may be


an option where NCW fails for Friedel–Crafts acylations.


A variety of condensation reactions have been explored in


NCW to elucidate the behavior of this medium. We examined


the Claisen-Schmidt condensation between benzaldehyde


and butanone to form R,�-unsaturated ketones.18 Due to the


asymmetry of the butanone with respect to the carbonyl


group, two products are formed (Scheme 5). Classically, the


terminal enone condensation product is the primary product


under acidic conditions, while the internal enone is the pri-


mary product under basic conditions.27 Our results in NCW


over a temperature range of 250–300 °C demonstrated that


both the terminal (4-phenyl-3-methyl-3-buten-2-one) and


internal (1-phenyl-1-penten-3-one) enones were formed, along


with byproduct. However, the formation of 1-phenyl-1-penten-


3-one was dominant at all temperatures, with selectivity


increasing with temperature. These results were closer to those


obtained under classical basic conditions at ambient temper-


ature. The same study also explored the self-condensation


reaction of butyraldehyde, yielding a wide variety of prod-


ucts, with a maximum yield of the 2-ethyl-2-hexanal of 40%


before the formation of byproducts became dominant at


longer residence times.


Alkylcarbonic Acids


A. Probing the Strength of Alkylcarbonic Acids. The


reversible reaction of carbon dioxide with water to form car-


bonic acid (Scheme 1) is well-known; analogously, CO2 revers-


ibly reacts with alcohols to form alkylcarbonic acids. This


provides in situ acid formation of catalysts that can be neu-


tralized readily by the removal of carbon dioxide. The use of


CO2 with organic solvents to form gas-expanded liquids has


been the subject of much of our recent research.28–33 We ver-


ified the presence of alkylcarbonic acids in CO2-expanded


alcohols using diazodiphenylmethane (DDM) as a reactive


probe to trap the carbonic acid species.28 Product analysis con-


firmed that DDM was reacting with an alkylcarbonic acid spe-


FIGURE 6. Reaction of resorcinol and acetic acid to 2,4-
dihydroxyacetophenone (2,4-DHA, b), resorcinol monoacetate (9),
and resorcinol diacetate (2) at 290 °C.17


SCHEME 5. Claisen-Schmidt Reaction of Benzaldehyde with 2-
Butanone Showing the Two Possible Condensation Products, 4-
Phenyl-3-methyl-3-buten-2-one (Internal Enone) and 1-Phenyl-1-
penten-3-one (Terminal Enone), as Well as Their Precursor
Intermediate Ketols18
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cies and not just the protic alcohol. The rates of reaction of a


series of alcohols with DDM indicate that the relative reac-


tion rates follow the order 1° > 2° > 3°.


To characterize further these types of acids, the relative


reaction rates of DDM were measured in both methanol and


ethanol with 20 mol % CO2, with the rate in methanol found


to be roughly 2.8 times that in ethanol. This suggests that the


expanded methanol solution is more acidic than the expanded


ethanol. However, the rates are influenced by both the actual


strength of the acids (pKa) and the prior equilibria to form the


alkylcarbonic acids (concentration). The addition of CO2 to


the system will affect both of these equilibria, as increas-


ing the amount of CO2 will drive the formation of the alkyl-


carbonic acid but simultaneously decrease the polarity of


the solvent mixture and thereby decrease acid dissociation.


To compare the rates of the DDM reaction with alkylcar-


bonic acids to the rate with carbonic acid, we used acetone as


a diluent to maintain a single liquid phase with constant CO2


concentration.28 Kinetics were run at 40 °C using a solution


containing 60 mol % acetone, 20 mol % CO2, and 20 mol %


R-OH, where R ) alkyl or hydrogen (Figure 7). The rates of the


reactions run in alcohols follow a logical progression with the


fastest rate in methanol and the slowest in tert-butanol. This


relationship is consistent with steric and electronic factors


affecting the equilibrium and dissociation of the alkylcarbonic


acids. The corresponding rate using water (carbonic acid) was


found to be slower than that with either methanol or ethanol.


We used DDM again as a reactive probe molecule to find


more information about alkylcarbonic acids and to understand


further how to employ them in reactions.29 Additionally, we


investigated the dielectric constant of gas-expanded liquids in


the vapor–liquid equilibrium region. It is important in the case


of acid catalysis to know the dielectric constant because it


gives some indication of the solvent’s ability to support pro-


ton-transfer reactions. The alcohols investigated in this study


included methanol, ethylene glycol, propylene glycol, benzyl


alcohol, 4-nitrobenzyl alcohol, 4-chlorobenzyl alcohol, and


4-methoxybenzyl alcohol. The fastest rate was for ethylene


glycol, while methanol and propylene glycol lead to similar


rates (see Figure 7). The increased rate with ethylene glycol


relative to ethanol was attributed to the adjacent alcohol


group stabilizing the alkylcarbonic acid through intramolecu-


lar hydrogen bonding.


Experiments were performed without the acetone diluent,


using instead pure methanol, to investigate CO2 effects on the


rates of the DDM reaction (Figure 8). The presence of a max-


imum (at 60 bar of CO2) is consistent with our hypothesis that


the DDM rate is affected by both the concentration of the car-


bonic acid (which increases with CO2 pressure) and the rate of


proton transfer to the DDM (which decreases with CO2 pres-


sure as the dielectric constant of the mixture decreases.) This


second effect was confirmed through dielectric constant mea-


surements (Figure 8). The use of a series of substituted ben-


zyl alcohols enabled us to study electronic effects using a


Hammett correlation (Figure 9). An excellent linear fit yielded


a F of 1.71, indicating that the reaction is very sensitive to


electronic effects.


B. Applications of Alkylcarbonic Acid. To show applica-


tions, we used CO2-expanded methanol and CO2-expanded


ethylene glycol to catalyze the formation of ketals from cyclo-


hexanone.30 Acetals and ketals are commonly used to pro-


tect aldehyde and ketone functionalities in basic media. Acetal


FIGURE 7. Comparison of the effect of various alcohols, diols, and
water on the pseudo-first-order reaction rate constant (k, s-1) of
DDM (with corresponding carbonic acid) in 60 mol % acetone/20
mol % ROH/20 mol % CO2 at 40 °C.28,29


FIGURE 8. Pseudo-first-order rate constant (k, s-1) for the reaction
of DDM with methylcarbonic acid ([), dielectric constant of MeOH/
CO2 (9), and volume expansion of MeOH/CO2 (2) at 40 °C versus
pressure.29


FIGURE 9. Hammett plot for pseudo-first-order reaction rates (k,
s-1) for the reaction of substituted benzyl alkylcarbonic acids and
DDM in acetone at 40 °C.29
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groups are normally formed by reacting the carbonyl-contain-


ing substrate with an excess of protecting alcohol in the pres-


ence of a strong acid catalyst. In our work, we employed the


alkylcarbonic acids of methanol and ethylene glycol, two of


the most common protection agents, to form the dimethyl


ketal and cyclic ethylene ketal of cyclohexanone. Initial rates


under pseudo-first-order conditions for the ketal formation


reaction between methanol and cyclohexanone in methanol


and CO2-expanded methanol at 25–50 °C are shown in Fig-


ure 10, where the catalytic effect of CO2 addition is clear. Also,


when CO2 was replaced by ethane, the rate of ketal forma-


tion was similar to the (very slow) rate in pure alcohol (with no


added CO2). This result negates the possibility that simple


pressure or viscosity reduction34 was responsible for the


increased rate in CO2-expanded methanol.


Figure 10 shows maxima in the rate constants at each tem-


perature, a result consistent with that reported previously,29


probably due to the tradeoff between methylcarbonic acid for-


mation and the rate of the proton transfer step when CO2 con-


centration is increased. The shifting of the maximum from


about 20 bar at 25 °C to 35 bar at 50 °C strengthens this


argument, because more pressure would be required to main-


tain a similar CO2 concentration in the liquid phase at higher


temperatures. Equation-of-state modeling30 revealed that the


mole fractions of CO2 at the various maxima are similar,


though not identical. The catalytic effects observed in the CO2/


ethylene glycol system demonstrate that the alkylcarbonic


acid species can exist even at low CO2 concentrations (approx-


imately 2% at 40 bar).35


We examined a variety of reactions using methylcarbonic


acid as an acid catalyst for the formation of the diazonium


intermediates.31 These diazonium species were then coupled


with electron-rich aromatics to produce dye molecules. Methyl


yellow, an industrial dye, was synthesized in a single pot reac-


tion from aniline, sodium nitrite, N,N-dimethyl aniline, and


CO2 in methanol as shown in Scheme 6. The most success-


ful coupling reaction conditions were at 5 °C with excess nitrite


salt and a high CO2 loading. The reaction was run for 24 h


and produced an average yield of 72% methyl yellow and


97% conversion of aniline. The major byproduct was ben-


zene formed from the elimination of molecular nitrogen from


the diazonium intermediate followed by hydrogen abstrac-


tion from the solvent. Higher CO2 loading gave improved


yields up to 47 bar; apparently, under these conditions, the


CO2 concentration did not sufficiently lower the dielectric con-


stant of the solvent to hinder proton transfer and the forma-


tion of the diazonium intermediate. Other products were


synthesized using this method, including N,N-diethyl-4-[(4-


nitrophenyl)azo]aniline (DENAB) and iodobenzene (Sand-


meyer reaction).


In addition to the results in NCW mentioned above, we


used a mixture of methanol and water with CO2 to catalyze


the hydration of �-pinene.14 In contrast to the results in near-


critical water, the major products produced were those from


the addition of water to form alcohols. The major difference


in this work compared with other alkylcarbonic acid studies is


the presence of water in the gas-expanded alcohol. Water will


also contribute to in situ acid creation through the formation


of carbonic acid. Previous work done on CO2/water systems


has shown that a pH as low as 2.8 can be attained.36 How-


ever in CO2/water/methanol systems, a minimum in pH of


4.22 occurred at 5.6 mol % CO2,37 due to the competition


between increased acid concentration and decreased dielec-


tric constant as CO2 composition is increased. With CO2/


methanol/water (1:1 methanol/water) at 75 °C, a �-pinene


conversion of 71% was achieved, but without methanol


essentially no reaction took place. Since the reaction


requires the presence of water but methylcarbonic acid (pKa


of 5.61) is a stronger acid than carbonic acid (pKa of 6.37),


there should be an optimal water loading. Figure 11 dem-


onstrates that both the reaction rate and product distribu-


tion were optimal for the 1:1 volume ratio of methanol/


water. The conversion drops off quickly at higher methanol


ratios, perhaps due to the lowering of dielectric constant.


The conversion also drops off with increasing water content.


FIGURE 10. The pseudo-first-order rate constants of
cyclohexanone acetal formation in CO2-expanded methanol at
various CO2 pressures and 25 °C (O), 40 °C (b), and 50 °C (4).30


SCHEME 6. Synthesis and Mechanism for Formation of Methyl
Yellow from Aniline31
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Peroxycarbonic Acids
Olefin epoxidations are industrially important catalytic reac-


tions38 performed using oxygen or a peroxide; generally


either requires a metallic catalyst and high temperatures.


These catalytic systems provide excellent selectivities and


yields, even with minimal catalyst loadings, but limited cata-


lyst stability and metal contamination produce additional pro-


cessing challenges. Aqueous solutions of hydrogen peroxide


are cheap and readily available, with the innocuous decom-


position products water and oxygen providing a significant


environmental advantage over organic peroxides. Unfortu-


nately, the use of hydrogen peroxide for epoxidations is hin-


dered by the need for activation by metallic catalysts or


conversion to a more reactive peroxy acid. Peroxy acids obvi-


ate the need for metallic catalysts39 but must be formed in situ
because of their instability. In addition, carboxylic acids must


be present in stoichiometric quantities and must be recovered


for reuse or disposal, providing an economic and environmen-


tal disincentive for peroxide utilization. In order to amelio-


rate these drawbacks of conventional epoxidations, we


developed a process using the simplest possible activated


hydrogen peroxide species, peroxycarbonic acid.40


The reaction of CO2 with hydrogen peroxide to generate


peroxycarbonic acid is analogous to the formation of carbonic


or alkylcarbonic acids (Scheme 1). We epoxidized cyclohex-


ene and 3-cyclohexen-1-carboxylate sodium salt using per-


oxycarbonic acid as the oxidant in a CO2/water biphasic


solvent to yield epoxides and diols. Also, we explored the


effects of sodium bicarbonate, hydrogen peroxide stabilizers,


and cosolvents. In addition to the environmentally benign and


density-tunable properties of supercritical CO2, we take advan-


tage of the nonflammable nature of CO2 and the elimination


of several explosion hazards.


Results at 40 °C and 120 bar CO2 are presented as Figure


12. Only small amounts of epoxide are formed using CO2 and


H2O2 alone, although a significant enhancement is revealed


when NaHCO3 is added as a promoter. Control experiments,


in which CO2 was replaced with N2, enabled us to attribute the


bulk of oxidation activity to peroxycarbonic acid. Addition of


NaHCO3 improved epoxide yield, from 0.02 mol % (without


NaHCO3) to 1.6 mol % (with 1 wt % NaHCO3) in CO2. Unfor-


tunately, further increasing the NaHCO3 concentration did not


increase product yield. This was attributed to NaHCO3 accel-


erating the decomposition of hydrogen peroxide, which


proved a major factor in limiting the ultimate yield.


Besides hydrogen peroxide decomposition, mass transport


limitations provided the largest hindrance to product yield.


The solubility of peroxycarbonic acid is negligible in the non-


polar CO2/olefin phase; therefore, we conjectured that epoxi-


dation occurred at the interface between phases or in the


aqueous phase. The transport of CO2 to the aqueous phase


was found to be rapid; however the transfer of cyclohexene


into the aqueous phase is not, as evidenced by increased


yields at higher stirring speeds. Without a cosolvent, cyclo-


hexene solubility in the aqueous phase is very small, ∼10-5


mol/mol of solvent. Hydrophilic cosolvents such as acetoni-


trile and dimethylformamide increased the yield to 17%,


emphasizing the importance of bringing the reactive species


into contact with each other in the same phase.


Epoxidations of the water-soluble olefin 3-cyclohexen-1-


carboxylate sodium salt (3-CCSS) can occur homogeneously


because of the very rapid transport of CO2 into the aqueous


phase. The epoxidation of 3-CCSS at 40 °C and 120 bar CO2


resulted in ∼100 mol % conversion, with an epoxide yield of


89 mol % and a diol yield of 11 mol %. This dramatic


improvement in epoxide yield with 3-CCSS strongly supports


the hypothesis that epoxidation occurs within the aqueous


phase.


Further environmental gains could be derived from this


process via the in situ generation of H2O2 from H2 and O2 in


the CO2/water biphasic system prior to the formation of per-


oxycarbonic acid, as described by Beckman for oxidation reac-


FIGURE 11. �-Pinene conversion and product distribution
variations with different methanol/water ratios (75 °C, 24 h, 0.127
M �-pinene).14


FIGURE 12. Conversions for cyclohexene epoxidations after 20 h
at 40 °C and 120 bar with and without NaHCO3 in N2 and CO2.40
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tions in these systems.41 Such an approach would greatly


reduce the waste inherent to H2O2 production and may help


overcome limitations deriving from H2O2 instability.


Conclusions
Mineral and Lewis acids constitute the largest set of indus-


trial catalysts in use today. The large volume of toxic waste


generated from the neutralization of the acids represents a sig-


nificant challenge to the implementation of the principles of


green chemistry for acid technologies. We have demonstrated


that the use of in situ generated acids that require no neutral-


ization can eliminate the waste resulting from acid neutraliza-


tion in a variety of processes. In addition to solid acid catalysts,


the use of near-critical water, alkylcarbonic acids, and peroxy-


carbonic acids has significant potential. In addition to the envi-


ronmental benefits from waste reduction, the use of these


tunable solvents presents economic processing advantages


(higher selectivities, simplified separations) fostering the imple-


mentation of sustainable technologies.


Future adaptation of these techniques to an even broader


range of chemical reactions is possible, as the vast array of


acid-catalyzed processes provides endless opportunities for


new applications. Further, as environmental concerns become


more pressing and as waste disposal becomes more costly,


ever greater benefits will be derived from more benign


methods.
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C O N S P E C T U S


Seventeen million people die of transmittable diseases and 2/3 of the
world’s population suffer them annually. Malaria, tuberculosis, AIDS,


hepatitis, and reemerging and new diseases are a great threat to human-
kind. A logical and rational approach for vaccine development is thus des-
perately needed.


Protein chemistry provides the best tools for tackling these problems. The
tremendous complexity of microbes, the different pathways they use for
invading host cells, and the immune responses they induce can only be
resolved by using the minimum subunit-based (chemically produced ∼20-
mer peptides), multiantigenic (most proteins involved in invasion), multi-
stage (different invasion mechanisms) vaccine development approach.


The most lethal form of malaria caused by Plasmodium falciparum
(killing 3 million and affecting 500 million people worldwide annually) was used as target disease since many of its pro-
teins, its invasion pathways, and its genome have been described recently. A New World primate (the Aotus monkey) is highly
susceptibly to human malaria; its immune system molecules are 80–100% identical to those of its human counterpart, mak-
ing it an excellent model for vaccine development.


Chemically synthesized ∼20-mer peptides, covering all the P. falciparum malaria proteins involved in red blood cell (RBC)
invasion were synthesized by the classical t-Boc technology (based on synthetic SPf66 antimalarial vaccine information for
identifying targets) and assayed in a highly sensitive, specific, and robust test for detecting receptor–ligand interactions
between high-activity binding peptides (HABPs) and RBCs. HABPs were identified, some in which the molecule displays genetic
variability (to be discarded due to their tremendous complexity) and elicits a strain-specific immune response and others
that are conserved (no amino acid sequence variation).


Conserved HABPs were synthesized in a polymeric form by adding cysteines at their N- and C-terminal ends to be used
for monkey immunization. They became nonimmunogenic (no antibodies were induced) nonprotection inducers (monkeys
were not protected against P. falciparum malaria challenge with a highly infective strain) suggesting a code of immuno-
logical silence or nonresponsiveness for these conserved HABPs.


A large number of monkey trials involving a considerable number of Aotus monkeys were performed to break this code of
immunological silence by replacing critical residues (determined by glycine peptide analogue scanning) to find that the following
amino acid changes had to be made to render them antibody and protection inducing: FTR; WTY; LTH; ITN; MTK; PTD;
QTE; CTT.


The three-dimensional (3D) structure of >100 of these native modified HABPs (determined by 1H NMR) revealed that the fol-
lowing structural changes had all to be achieved to allow a better fit into the major histocompatibility complex class II (MHC
II)-peptide-TCR complex to properly activate the immune system: R-helix shortening, modifying their �-turn, adopting segmen-
tal R-helix configuration, changing residue orientation, and increasing the distance of those residues fitting into the MHC II mol-
ecules from antigen-presenting cells. More than 100 such highly immunogenic, protection-inducing (against P. falciparum malaria)
modified HABPs have been identified to date with this methodology, showing that it could lead to developing a highly effective
subunit-based, multiantigenic, multistage synthetic vaccine against diseases scourging humankind, malaria being one of them.
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Rationale for Multiantigenic Multistage
Vaccine Development
The tremendous complexity of microbes and the way they


interact with host cells combined with the immune responses


elicited by them have led to the search for a logical and ratio-


nal methodology for vaccine development including the mul-


tiple proteins (multiantigenic) or their fragments involved in


the different stages of microbial invasion of susceptible cells


(multistage). Rather than administering the whole microorgan-


ism as a vaccine, which could induce undesired effects, chem-


ical synthesis allows the delivery of multiple functionally


relevant (∼20 amino acid) peptides, establishing the basis for


minimal subunit-based synthetic vaccine development.


This task has proved to be extremely difficult in the case of


malaria due to this parasite’s complex life cycle within both


mammal and invertebrate hosts (humans and Anopheles mos-


quitoes, respectively; Figure 1A), requiring the interaction of at


least 58–90 proteins in just one of it stages, the red blood cell


(RBC) invasion process.1


A brief description of the Plasmodium falciparum (the most


lethal malarial parasite) life cycle is required to better under-


stand its molecular interactions in invasion. Following the bite


of a malarial parasite-infected mosquito, the inoculated


sporozoites (larva-like parasites present in the mosquito’s sal-


ivary glands) migrate to the liver and invade hepatocytes


through the interaction of a yet unknown large number of


proteins2–4 [step a in Figure 1A].


After entering a hepatocyte, each parasite differentiates and


proliferates within a week, ending up with the release of


30 000 parasites having a pear-shaped morphology, named


merozoites [step b in Figure 1A and Figure 1B], and a new set


of molecules,5,6 which will target RBCs or erythrocytes for their


reproduction.


Invasion of the RBC begins with the merozoite rolling over


the RBC surface, a process mediated by weak receptor–ligand


interactions carried out by the merozoite surface protein (MSP)


family, of which 10 members (MSP1 to MSP10) have been


described in P. falciparum to date,7–10 as well as some other


proteins named Pf12, Pf38, Pf41, Pf92 Pf113, and SERA [Fig-


ure 1B].


The parasite then, in a process mainly mediated by apical


merozoite antigen-1 (AMA-1) protein,11 orientates its apical


pole to bring it into direct contact with the RBC. Parasite entry


and invasion follows proteins being released from intracyto-


plasmic organelles (named micronemes and rhoptrias) [Fig-


ure 1B], a process taking place in less than 40 s.


The erythrocyte binding antigen (EBA) family (including


EBA-175, -180, -140 and -160 kDa proteins)12–14 is of par-


ticular interest among microneme molecules [Figure 1B], since


this group of proteins has been shown to be essential in


invasion.


Some of these membrane and microneme merozoite pro-


teins are anchored to the surface by a glycosyl phosphatidyl


inositol (GPI) tail or a transmembrane domain, establishing a


strong interaction with RBC and aiding formation of the para-


sitophorous vacuole (PV) in which the merozoite multiplies.


Other equally important rhoptry-localized proteins (found to


be invasion mediators) are the rhoptry proteins (Rhop-1-3),15


rhoptry-associated proteins (RAP1–3),16 rhoptry H1–148/


FIGURE 1. (A) The P. falciparum malaria-parasite life cycle in its human
and mosquito hosts and (B) the merozoite structure with its most
important cellular compartments and organelles, as well as the most
important molecules involved in invasion of RBCs.
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CLAG9, and the CLAG family (CLAG-1-9)17 [Figure 1B]. How-


ever, their role has still to be fully established.


Multiple molecules are thus involved in different parasite


invasion stages, even more so when the parasite is able to


switch-on or turn-off the expression of different proteins when


sensing an immune response to an already expressed mole-


cule or whenever the target receptor is not present on the host


cell. This occurs when receptors for merozoite EBA-175, -140,


and -181 proteins are not present on RBCs and the PfRh2b


molecule is thus synthesized for invasion instead.18 This also


occurs in field isolates where some use high expression lev-


els of Rh1 versus Rh2b proteins, or EBA-175 versus Rh4 pro-


teins to mediate RBC invasion.19 P. falciparum parasites are


thus able to use multiple pathways to invade their target cells.


Following such adhesion and invasion processes, the par-


asite’s intraerythrocyte development cycle continues through


different stages (ring, trophozoite, schizont) [step c in Figure


1A], all of them being inside the RBC and difficult for the


immune system to reach because they are hidden within the


host cell. A vaccine against the whole array of proteins


expressed during these intraerythrocyte maturation stages


would thus have little or very limited efficacy.


New merozoites are released following RBC rupture [step c


in Figure 1A] to invade new RBCs, such process repeating itself


every 48 h (in the case of P. falciparum), sometimes leading


to death due to the host’s excessive physiological and immu-


nological response against such proliferation.


Some merozoites (pear-shaped parasite forms) differenti-


ate into male and female gametes displaying a banana-


like form [step d in Figure 1A] and then are transported to a


mosquito’s midgut during its blood meal. They mate and


undergo a series of transformations there in a sexual cycle


[step e in Figure 1A] culminating in the development of new


sporozoites, which migrate to the mosquito’s salivary glands


to be inoculated into another human host [Figure 1A], start-


ing the cycle over again.


A completely effective vaccine must therefore contain not


one but most of the molecules involved in the different stages


of parasite invasion of host cells (i.e., it must be multiantigenic


and multistage).


Rationale for Subunit-Based Synthetic
Peptide Vaccine Development
The parasite’s tremendous genetic variability represents


another formidable obstacle to overcome when develop-


ing a completely effective vaccine (there are only small pro-


tein fragments with no genetic amino acid sequence


variations or conserved regions in MSP-1, -2, -3, and -6


proteins or AMA-1).7,8,20–22


Including all the parasite’s genetic variants (thousands)


involved in invasion, thereby trying to saturate the immu-


nologic system for preventing a single parasite’s escape


from the immune response would be an impossible task,


even more so when these genetic variants are found very


close to functionally relevant amino acid sequences (such


as those binding to host cells), thus biasing the immune sys-


tem toward responding against functionally irrelevant


regions.


These genetic variants induce clearly established biased


parasite escape mechanisms (such as immune system nonre-


sponsiveness), suppressing the immune response to other par-


asite genetic variations of the protein,23 inducing or


programming the death (or apoptosis) of specific immune


response cells, etc.24 This data clearly suggests the need for


designing minimal subunit-based vaccines (preferentially syn-


thetic ones) so as not to fall into the genetic variant-induced


immunological traps described above.


The Basis of Our Approach
Our institute thus began developing synthetic-peptide-based


(15–25-mer), chemically synthesized vaccines containing sev-


eral peptides derived from different parasite proteins and


stages. The first such multiantigenic, multistage subunit-based


chemically synthesized vaccine was produced 20 years ago


after testing dozens of synthetic peptides in intravenously


challenged Aotus monkeys, after vaccination, with a highly


infective P. falciparum strain.25 Those partially protective pep-


tides were later synthesized in a single 45-mer synthetic pep-


tide polymerized via N- and C-terminal cysteine addition,


named SPf66.26 After all monkey trials and safety and immu-


nogenicity trials involving thousands of humans, this first syn-


thetic vaccine (produced 20 years ago) was safe and


immunogenic and provided ∼35% protection in people older


than 1 year in large field trials carried out in different parts of


the world.27–29 One lot produced elsewhere proved nonpro-


tective.30


It was also found that two out of the three merozoite-de-


rived amino acid sequences included in this vaccine31 were


derived from peptides that bound with high affinity to RBC.


The fourth one was a sporozoite-derived peptide that bound


with equally high affinity to hepatic cells, suggesting that what


had been included in this vaccine were amino acid sequences


having high host cell binding ability.
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Strong genetic control of the immune response was also


found when using SPf66; this was associated with major


histocompatibility complex class II (MHC II) molecules,


particularly HLA-DR, since individuals immunized with SPf66


who did not produce antibodies against the vaccine nor the


parasite (nonresponders) and developed malaria in natural


conditions were typed as being individuals carrying the


HLA-DR�1* 0401 genetic characteristic.32 It was also observed


that nonresponders were preferentially using T-lymphocyte


receptor (TCR) V�3, -10, and -11 families.33 This suggested an


imperfect SPf66 vaccine fit into the complex formed by


MHC II-peptide-TCR molecules in such nonresponding


individuals.


Our Approach
Based on the fact that SPf66 synthetic vaccine included pep-


tides having high RBC binding ability, a highly robust, spe-


cific, and sensitive methodology was designed for recognizing


those relevant peptides in all proteins involved in RBC inva-


sion. Sequences of 20 amino acids having high host cell bind-


ing ability34 were thus assayed, leading to identification of


peptides having high specific binding activity (HABPs).35 Ana-


lyzing the polymorphism of HABPs led to us to find that some


of these HABPs had conserved amino acid sequences34–40


and others had variable ones, in addition to regions neigh-


boring conserved HABPs having tremendous genetic polymor-


phism, perhaps used by the parasite as a distraction


mechanism for evading the immune response. Faced by such


tremendous genetic polymorphism and related immunologi-


cal biasing effects, the rational and logical development of


vaccines focused on producing a conserved HABP-induced


protective immune response.


However, another insurmountable immunological problem


hindered finding a rapid solution; conserved HABPs are immu-


nologically silent (i.e., they are not seen by the immune sys-


tem), and therefore, in natural infection conditions, they do not


induce antibody, cellular, or protective immune responses


directed against them. On the other hand, variable HABPs are


highly antigenic (visible by the immune system during natu-


ral infection) inducing very high but strain-specific antibody


levels.


Very strong antibody-mediated (humoral) or cellular


immune responses have been found by our institute against


variable sequences (irrespective of their binding property) and


humoral or cellular immune response against conserved


sequences that did not bind to the host cell; however, no


immune response has so far been found against conserved


HABPs. The immunological code of silence (or immunologi-


cal nonresponsiveness) is thus mainly directed toward con-


served HABPs.


How To Resolve the Problem
Many studies have been carried out on a significant number


of Aotus monkeys to resolve the problem of the immunolog-


ical code of silence toward conserved HABPs. These primates


are highly susceptible to developing human malaria, besides


having an almost identical immune system to that of humans,


as assessed by cloning and sequencing the most relevant


immune system molecules, such as immunoglobulins, T cell


receptors R� and γδ, MHC class I and II proteins, cytokines,


etc. They were immunized with polymerized modified con-


served HABPs (homogenized with Freund’s adjuvant) in which


some critical residues in RBC binding (previously identified by


glycine analogue peptide scanning) were replaced in the


search for some immune response and thereby a break in the


HABP immunological code of silence.41


Most of these modifications provided totally negative


results (group C in Tables 1 and 2); however, some changes


made to these modified HABPs during the last 10 years have


led to induction of high short-lived antibody titer production


(determined by immunofluorescence (IFA) and Western blot)42


and the absence of protection against experimental challenge


performed 20 days after the third immunization, when they


were experimentally challenged using a 100%-infective dose


of an Aotus-adapted P. falciparum strain (group B in Tables 1


and 2).


Some changes in these modified HABPs induced high long-


lived antibody titers without inducing protection against exper-


imental infection of Aotus monkeys (group B in Tables 1 and


2), phenomena related to the residues’ orientation and pep-


tide configuration in modified HABPs.43


However, certain specific amino acid replacements did


induce high long-lived antibody titers associated with protec-


tion against experimental challenge (group A in Tables 1 and


2).


Physicochemical and biological principles began to


emerge from these studies performed in the Aotus mon-


key; one of them stressed that the critical amino acids in


RBC binding (as assessed by glycine analogue scanning)of


these conserved HABPs must be replaced by others hav-


ing similar mass, volume, and surface, but opposite polar-


ity to make these conserved and immunologically silent


HABPs become immunogenic and protection-inducing.


Therefore, the following amino acid pairs can be mutually


substituted: FTR; WTY; LTH; ITN; MTK; PTD; QTE; and
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CTT. S, A, and G, being very small amino acids lacking


counterparts having opposite polarity, need special consid-


eration. Modifications to critical binding residues would thus


seem to have broken the immunological code of silence of


the conserved binding sequences (Tables 1 and 2).


Native and Modified HABP 3D Structure


It has been argued for a long time that short synthetic pep-


tides do not display the same structure that they show in


native proteins, casting doubts on a minimal subunit-based


TABLE 1. Antibody-Mediated Immune Response and Protective Efficacy Induced by 5501 (MSP-1 derived HABP) and Its Analogues58 a


polymerized peptide no. peptide sequence IFA 2ndb IFA 3rdc nr. of protected monkeys group


5501 MLNISQHQCVKKQCPQNS 0/5 0/5 0/5
12926 --------S----IS--- 0/5 1 (640) 1/5


A


12924 --------S----AD--- 0/5 1 (640) 1/5
12920 --------S----SD--- 1 (160) 0/5 1/5
15522 --------T-MMMT---- 2 (640) 0/3 1/3
24148a -----ML-T-MMMT--K- 2 (2560) d 2/8
24148b -----ML-T-MMMT--K- 1 (640) d 1/8


15968 -H----L-T----TD--- 1 (320) 0/6 0/5


B


13466 ------M-S----SD--- 3 (1280) 0/6 0/6
13978 --------S-M-MSD--- 3 (640) 0/5 0/5
15524 -H------T-MMMT---- 1 (320) 0/3 0/3
22788 ------M-V----SD-K- 1 (640) d 0/10
22810 ------M-V----VD-K- 1 (640) d 0/10
23754 -H----L-V---MV--K- 1 (640) d 0/8
13984 -H------S-MMMSD--- 0/6 2 (320) 0/5
13980 -H------S-M-MSD--- 0/6 1 (320) 0/4
13982 --------S-MMMSD--- 0/6 1 (640) 0/6


7556 -G------S-G------- 0/5 0/5 0/4


C


7560 -G------S---G----- 0/5 0/5 0/5
7562 -G------S----G---- 0/5 0/5 0/4
7370 --------S---G-G--- 0/5 0/5 d
9582 --------S----GG--- 0/5 0/5 0/5
9576 --------S---GG---- 0/5 0/5 0/5
9608 --------S-G-GG---- 0/5 0/5 0/5
12922 --------S----VD--- 0/5 0/5 0/5
13468 ------L-S----SD--- 0/5 0/4 0/4
13470 -H----M-S----SD--- 0/6 0/6 0/6
13472 -H----L-S----SD--- 0/6 0/6 0/6
13750 ------M-S-M-MSD--- 0/5 0/5 0/5
13746 ------M-S---MSD--- 0/5 0/5 0/5
13754 ------M-S----VD--- 0/5 0/5 0/5
13756 -H----M-S----VD--- 0/5 0/5 0/5
13760 -H----M-S---MVD--- 0/5 0/5 0/5
13762 ------M-S-M-MVD--- 0/5 0/5 0/5
13764 -H----M-S-M-MVD--- 0/5 0/5 0/5
15520 -H------T-M-MT---- 0/5 0/4 0/4
15528 -H------T-M-MTD--- 0/5 0/5 0/5
24326 -----ML-T-M-MT--K* 0/7 d 0/7
15530 --------T-MMMTD--- 0/5 0/5 0/5
15532 -H------T-MMMTD--- 0/4 0/4 0/4
13758 ------M-S---MVD--- 0/5 0/5 0/5
13478 -H----L-S----PV--- 0/6 0/6 0/6
15970 -H------T----TD--- 0/6 0/4 0/4
13474 -H----M-S----PV--- 0/6 0/6 0/6
17946 ------M-S---ISD*-- 0/6 0/6 0/6
15966 -H------T----T---- 0/6 0/6 0/6
15972 --------T----TD--- 0/6 0/4 0/4
22446 -H----L-S----ADK* 0/6 d 0/6
2808 -H----M-V----VD-K* 0/10 d 0/10
3282 ------M-S---MAD-K* 0/10 d 0/10
24074 -H----M-V---MVD-K* 0/9 d 0/9
controls 0/100 0/100 0/100


a Antibody titers were assayed by immunofluorescence antibody test (IFA) 15 days after the second (II15) and 20 days after the third (III20) immunization.
Protection was defined as being the complete absence of parasites in immunized monkey blood for 15 days following challenge. Control as well as nonprotected
monkeys developed patent parasitemia by days 5 or 6 that required treatment by days 8 or 9. b Number of monkeys with antibody titer by IFA >1:160 after the
second immunization. c Number of monkeys with antibody titer by IFA >1:160 after the third immunization. d Not determined.
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synthetic vaccine approach. This could be true for very short


5–10-mer peptides; however, we have observed that our


18–25 amino acid conserved native HABP three-dimensional


(3D) structures determined by 1H NMR studies could be prac-


tically superimposed on the corresponding amino acid


sequences in the few recombinant malarial molecules whose


3D structures had been determined by X-ray crystallography.


An example of this can be seen when superimposing con-


served HABP 1783 structure [shown in blue in Figure 2] deter-


mined by 1H NMR44 on top of its corresponding residues


580–599 (red) from EBA-175 region II recombinant protein


fragment (yellow) determined by X-ray crystallography45 [Fig-


ure 2]. Root mean square deviation (rmsd) was 0.89. Further-


more, the same crystallographic studies have shown that


glycan residues from RBC glycophorin A specifically bind to


this conserved HABP.45 The same occurs with other conserved


HABPs such as AMA-1-derived 4325 and MSP-derived 4044.


The biological functions that have been determined for these


native conserved HABPs (i.e., host cell binding ability34–40) and


immunological characteristics such as an immunological code of


silence could thus be equal to or very similar to those presented


by native proteins, strongly supporting our approach aimed at


working with 15–25-mer, chemically synthesized peptides as a


logical and rational methodology for minimal subunit-based syn-


thetic vaccine development.


TABLE 2. Antibody Response and Protection Induced by 4325 (AMA-1 Derived HABP) and Its Analogues in Aotus Monkeys54 a


polymerized peptide no. peptide sequence IFA 2ndb IFA 3rdc nr. of protected monkeys group


4325 MIKSAFLPTGAFKADRYKSH 0 0 0/6


A


13486 ---AS-D------SP----- 3 (2560) 2 (1280) 2/5
15516 ---A--H-----MS--W--- 1 (1280) 1 (160) 1/4
20034 ---A--------M------- 2 (320) 1 (160) 2/8
20032 ---A---------------- 1 (160) 1 (160) 1/8
22784 ---VG-D------SP----- 1 (2560) d 1/10
23404 ---VS-D-----MS------ 2 (320) d 1/10
23406 ---VS-DD----MS------ 1 (320) d 1/10


14518 ---VG-H------SP-W--- 1 (320) 0 0/3


B14520 ---VG-H-----MSP----- 2 (640) 0 0/3
17934 ---AS-HV----MS------ 2 (320) 0 0/7
17936 ---AS-HV----MSP-W--- 2 (640) 0 0/5


9192 ----G--------------- 0 0 0/5


C


9196 -------------G------ 0 0 0/5
10100 ---RG--------------- 0 0 0/5
10102 ---FG--------------- 0 0 0/5
10104 ---GT--------------- 0 0 0/5
12708 ----------------W--- 0 0 d
15512 ---A---------S--W--- 0 0 0/4
15510 ---A---------S------ 0 0 0/4
16000 ----S--------------- 0 0 0/5
16008 ------H-------P----- 0 0 0/4
16002 ----S-H------------- 0 0 0/5
16004 ----S-H-------P----- 0 0 0/5
16006 ----S---------P----- 0 0 0/5
17932 ---AS-D------SP-W--- 0 0 0/7
23178 ---VS-D-----------G- 0 d 0/9
23774 ---VS-HD---MS------ 0 d 0/9
22424 ---SS-HV------P----- 0 d 0/8
23000 ---V--D------SP----- 0 d 0/7
controls 0/60 0/60 0/60


a IFA titers are the maximum reciprocal dilution in this group of monkeys, where 3 (2560) means that 3/10 monkeys had a 1:2560 titer. b Number of monkeys
with antibody titer by IFA >1:160 after the second immunization. c Number of monkeys with antibody titer by IFA >1:160 after the third immunization. d ND)
not determined, since they received only two doses instead of three.


FIGURE 2. X-ray crystallography determined 3D structure of the recom-
binant EBA-175 region II (yellow),45 and localization of HABP 1783 (red)
in residues 580–599 (top panel). At the bottom, the almost complete
superimposition of EBA-175 recombinant region II amino acid sequence
(red) on conserved HABP 1783 3D structure (blue) as assessed by 1H
NMR,44 displaying 0.89 rmsd.
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Structural and Binding Characteristics of
HLA-DR Molecules
A peptide must be appropriately adjusted in the binding


groove of antigen-presenting cell MHC class II molecules, con-


sisting of two membrane-anchored chains [R and �], to


become immunogenic, thereby allowing residues interacting


with amino acids from the P1, P4, P6, and P9 pockets of these


molecules46 to fit appropriately into such pockets47 [Figures


3A,B] and thereby leading to H-bond formation between the


backbone atoms of the peptide and class II amino acid


residues.46–49 These 11 H-bonds stabilize peptide binding to


this molecule, and if the other residues (-P2, -P1, P2, P3, P5,


P7, P8, and P10) are appropriately orientated in the opposite


direction to the class II molecule groove, then these residues


interact with the different variable regions of the TCR chains


(R and �) called CDR1, CDR2, and CDR3 to form the correct


MHC II-peptide-TCR complex, thereby inducing appropri-


ate immune system activation47–49 and antibody production.


Independently of native conserved HABP three-dimensional


structure (R-helix, �-turn, random structure), these peptides’


fundamental characteristic is that they do not bind to class II


molecule groove or do so imperfectly, thus hampering the


appropriate and stable MHC-peptide-TCR complex forma-


tion for inducing an appropriate immune response.


On the other hand, modified HABPs acquire structural char-


acteristics slightly different from their native parental ones, such


as shortening their R-helices, adopting short R-helical structures


in those peptides presenting a random structure, modifying their


�-turns, elongating those in which molecules are adjusted to cer-


tain HLA-DR alleles by 21.5 ( 1.5 Å or elongating to 25.5 Å


those that bind to others, changing residue orientation, or chang-


ing affinity for certain alleles.41,44,50–58 This distance was 6.5 (
0.5 Å and 4.5 ( 1.5 Å shorter in short-lived and long-lasting anti-


body-inducing but non-protection-inducing modified HABPs,


respectively, than in immunogenic, protection-inducing ones; res-


idue orientation was also different.42,43 In essence, immunogenic


protection-inducing modified conserved HABPs have been mod-


ified so that they can fit perfectly into the MHC II-peptide-TCR


complex for triggering an appropriate immune response, provid-


ing tremendous support for using chemically synthesized, specif-


ically modified conserved HABPs in vaccine development.


Because innumerable physicochemical and biological fac-


tors are involved in developing a totally protective vaccine, it


must be based on small conserved subunits to avoid falling


into the trap of microbial genetic variability. It must be multi-


antigenic to cover all microbial host cell ligands (and their


switch on and turn off strategy to evade the immune response


or host cell genetic polymorphism)18,19 and must include all


modified HABPs derived from the microbe’s different inva-


sive stages (multistage). Chemical synthesis represents the


most stable, rapid, economic, easily reproducible way of doing


this.


Modifications made to conserved HABPs have shown an


appropriate fit in the groove of HLA-DR�1* 0403 molecules


[Figure 3C] suggesting that such modifications led to the


appropriate formation of the MHC II-peptide-TCR complex


for inducing an immune response, which was not just immu-


nogenic but also induced protection against experimental


challenge. This occurred when Aotus monkeys were immu-


nized with peptide 24112 analogue modified from MSP-2


protein HABP 4044.52 This modified HABP induced very high


antibody titers and complete protection in 66% of the immu-


nized Aotus carrying the HLA-DR �1* 0403 genetic character-


istic, as assessed by DNA sequencing. Molecular modeling and


docking of this modified 24112 HABP structure (as deter-


mined by 1H NMR)52 into the HLA-DR�1* 0401 (as reported


by X-ray crystallography studies)47 allowed the spontaneous


formation of seven out of the eleven H-bonds between the


backbone atoms of this modified HABP and the correspond-


ing atoms of the interacting amino acids of the HLA-DR mol-


ecule. This supported the suggestion that modifications


performed on this modified HABP allowed a better fit into the


MHC II-peptide-TCR complex despite the different method-


ologies used for determining their 3D structure. It is worth stat-


ing that native parental HABP 4044 did bind to anyone of the


HLA-DR molecules studied, did not induce antibodies against


the P. falciparum parasite or protection against experimental


challenge (manuscript in preparation), and displayed a com-


pletely different 3D structure as assessed by 1H NMR.52


These results essentially show that conserved HABPs must


be modified to achieve the appropriate formation of the


MHC-peptide-TCR complex to induce an appropriate


immune response and thereby break the immunological code


of silence of these highly relevant amino acid sequences


required for two very important microbial survival mecha-


nisms: adhesion and invasion.


Elegant proteomic and transcriptome studies have shown


how a minimum of 58 proteins mediate merozoite invasion


of RBC;1 a similar number of molecules must thus be


blocked.34–40 Our group has identified numerous conserved


HABPs from these proteins; many of these modified HABPs


have been proved to be able to induce a long-lived antibody


response as well as their protection-inducing ability when


faced by experimental challenge.41,44,50–58 The 3D structures


for more than a hundred of them (native and modified) have
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been determined by our 1H NMR studies,41,44,50–58 leading to


emphasis of the universality of the principles defined here. It


has not escaped us that this methodology can be used for any


other type of microbial agent, as ongoing work in our insti-


tute is being directed toward this end.59–62


Basically, developing particular vaccines against malaria,


which causes more than 500 million cases annually, killing 3


million people, mainly children aged less than 5 in sub-Sa-


haran Africa,63 is a very complex event involving an extremely


elaborate chemical, physical, biological, and immunological


approach in an attempt to resolve it.


This Account provides logical and rational reasoning for


developing multiantigenic, multistage, subunit-based vaccines


by chemically synthesizing peptides and establishing princi-


ples for this, opening up a promising field for controlling


humanity’s main transmissible diseases, which take more than


17 million lives annually, malaria being one of them.
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C O N S P E C T U S


Photochirogenesis, the control of chirality in pho-
toreactions, is one of the most challenging prob-


lems in stereocontrolled photochemistry, in which the
stereodifferentiation has to be imprinted within the
short lifetime of the electronically excited state. Sin-
glet oxygen (1O2), an electronically excited molecule
that is known to be sensitive to vibrational deactiva-
tion, has been selected as a model case for testing
stereoselective control by vibrational deactivation. The
stereoselectivity in the reaction of 1O2 with E/Z
enecarbamates 1, equipped with the oxazolidinone
chiral auxiliary, has been examined for the mode
selectivity ([2 + 2]-cycloaddition versus ene-reaction)
and the stereoselectivity in the oxidative cleavage of the alkenyl functionality to the methyldesoxybenzoin (MDB) product. Through
the appropriate choice of substituents in the enecarbamate, the mode selectivity (ene versus [2 + 2]), which depends on the alk-
ene geometry (E or Z), the steric bulk of the oxazolidinone substituent at the C-4 position, and the C-3′ configuration on the side
chain, may be manipulated. Phenethyl substitution gives exclusively the [2 + 2]-cycloaddition product, irrespective of the alkene
geometry. The stereoselection in the resulting methyldesoxybenzoin (MDB) product is examined in a variety of solvents as a func-
tion of temperature by using chiral GC analysis. The extent (% ee) as well as the sense (R versus S) of the stereoselectivity in the
MDB formation for the E isomer depends significantly on solvent and temperature, whereas the corresponding Z isomers are not
affected by such variations. The complex temperature and solvent effects are scrutinized in terms of the differential activation param-
eters (∆∆Sq, ∆∆Hq) for the photooxygenation of E/Z-enecarbamates in various solvents at different temperatures. The
enthalpy-entropy compensations provide a mechanistic understanding of the temperature dependence of the ee values for the
MDB product and the difference in the behavior between the Z and E enecarbamates. The E enecarbamates show a relatively high
contribution from the entropy term and an appreciable contribution from the enthalpy term; both terms possess the same sign.
In contrast, the corresponding relative insensitivity of Z enecarbamates to temperature and solvent variation is convincingly explained
by the near-zero ∆∆S‡ and ∆∆H‡. Such effects, associated with temperature- and solvent-dependent conformational factors, are
most likely dictated by the stereogenic center at the C-3′ phenethyl substituent.


The high stereocontrol during the photooxygenation of the chiral enecarbamates is shown to be independent of the steric demand
of the oxazolidinone substituent at the C-4 position. In view of the reduced stereocontrol on deuteration of the oxazolidinone sub-
stituent at the C-4 position, we propose that the unusual stereoselective vibrational quenching of the attacking singlet oxygen (excited-
state reactivity), a novel mechanistic concept, works in concert with the usual steric impositions (ground-state reactivity) exercised
by the substituents to afford the high stereoselectivity observed in the dioxetane product during the [2 + 2] cycloaddition. Such
synergistic interplay is held responsible for the highly stereoselective photooxidative cleavage of the chiral enecarbamates. The effi-
cacy of stereocontrol in this photooxidation is demonstrated by kinetically resolving the epimers of the enecarbamate cleavage prod-
uct (MDB) in essentially perfect stereoselectivity, a new methodology that we coin “photo-Pasteur-type kinetic resolution”.
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1. Introduction


The control of stereoselectivity in phototoreactions is a formi-


dable challenge.1–3 Electronically excited states are gener-


ally short-lived and possess a negligible activation barrier for


photophysical deactivation, which imposes a “clock” on reac-


tion selectivity: if a reaction cannot achieve the desired ste-


reocontrolled pathway within the short lifetime of an


electronically excited state, it can usually take another pho-


tophysical trajectory to reach the ground state.4 Classical ste-


reoselectivity in ground-state reactions is often controlled by


steric effects, which create energetically different diastere-


omeric relationships along reaction trajectories. But due to


the negligible activation barrier, photoreactions may not be


controlled solely on steric grounds. In this Account, we


speculate whether in photoreactions, the stereoselectivity


may be determined by controlling the lifetimes of excited


states along different diastereomeric pathways; such spec-


ulation suggested to us the possibility of a novel “deacti-


vation control” of stereoselectivity in photoreactions. A


candidate for exhibiting deactivation control of stereose-


lectivity is singlet molecular oxygen (1O2), an electronically


excited state that is known to be very sensitive to vibra-


tional deactivation (1O2 is deactivated ∼10 times faster by


C-H vibrations than by C-D vibrations).5–7 Of course, clas-


sical steric hindrance may, however, offset vibrational selectiv-


ity, but in view of the small size of 1O2, steric effects should be


relatively ineffective in controlling the stereoselectivity of photo-


oxygenations. Thus, we selected 1O2 as a candidate for testing


the conjecture that the reaction stereochemistry of an electroni-


cally excited state may be controlled by selective deactivation of


one stereochemical pathway.


Oxazolidinone-functionalized enecarbamates8–10 1 (Chart


1) were chosen as substrates for the reaction with 1O2 because


these substrates may be readily manipulated to provide a


wide scope of systematic stereochemical variations (high-


lighted by a specific example, namely, the 4S/3′R diastere-


omer of the Z-1i enecarbamate in Chart 1) to examine the


stereochemical course of photooxygenation through (i) the R/S


configuration of the C-4 position in the oxazolidinone chiral


auxiliary, (ii) the E/Z geometry of the alkene (the reaction cen-


ter), and (iii) the R/S-configuration at the C-3′ position in the R2


and R3 substituents.


In addition to stereochemistry, the chemoselectivity of


the competing [2 + 2]-cycloaddition and ene reaction may


be investigated.8 The stereochemistry of the [2 + 2]-cy-


cloaddition reaction of 1 with 1O2 may be substantially


influenced by a proper choice of the size and configura-


tion at the C-4 oxazolidinone substituent, the E/Z-alkene


geometry, and the configuration at the C-3′ position, to


enable a high measure of variation through directing con-


formational factors that may be affected considerably by


solvent and temperature.8,11–13


2. Mode Selectivity (Chemoselectivity) of
the 1O2 Reaction with Enecarbamates
The Z- and E-enecarbamates 1 possess ene-active allylic hydro-


gen atoms at the R2 and R3 substituents, namely, the methyl


(Chart 1, entries 1–10), the isopropyl (Chart 1, entries, 11), and


the phenethyl (Chart 1, entries 12–21) groups, for which both [2


+ 2]-cycloaddition and ene-reaction are possible (Scheme 1).


Indeed, the Z enecarbamates favor the [2 + 2]-cycloaddition


product 2, whereas the corresponding E-isomers prefer the ene-


product 3; however, the phenethyl-substituent (Table 1, entries


12–19) gives exclusively the [2 + 2]-cycloadduct 2, irrespective


of the alkene geometry (Table 1).


This Z/E-dependent dichotomy in mode selectivity may be


understood in terms of the established8 orbital-directing effect


between the HOMO of the enecarbamate (vinylic nitrogen)


and the LUMO of the incoming 1O2, which directs the attack


onto the side that bears the nitrogen atom (Scheme 2, top).8


In the case of the reaction of 1O2 with E/Z-enecarbamates


1g-k with phenethyl substituents, only dioxetane is formed


in an outstanding selectivity of >99:1, which indicates the


dominance of the [2 + 2] mode over the ene reaction (Table


1, entries 12–19). This very high selectivity is due to two fac-


tors, namely, the directing effect of the vinylic nitrogen atom


that favors [2 + 2]-cycloaddition, and the 1,2-allylic strain that


disfavors the competing ene reaction (Scheme 2, bottom).8 In


the preferred conformer of the enecarbamates with phenethyl


(Z-1g-k) or isopropyl (Z-1f) substitution, the allylic hydrogen


atom to be abstracted cannot assume a coplanar alignment


with the π orbital of the alkene because of steric repulsion


between the methyl group at the C-3′ position and the vinylic


phenyl substituent (Scheme 2, bottom).8


3. Stereoselectivity in the Competing [2 +
2] and Ene Reactions
As mentioned above, three stereochemical features (the ste-


reogenic centers at the C-4 position, the C-3′ position, and the


Z/E geometry) make these enecarbamates information-rich


substrates for investigating photooxygenation leading to diox-


etanes 2 and ene-products 3 (Scheme 1). The stereochemical
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complexity of the [2 + 2] versus the ene reaction is exhibited


in Figure 1. As exemplars, consider the two possible diaster-


eomeric [2 + 2]-dioxetanes 1′S,2′S-2c and 1′R,2′R-2c and the


two possible diastereomeric ene-hydroperoxides ul-3c and


lk-3c (Figure 1, R1 ) isopropyl), derived from the photooxy-


genation of the enecarbamate Z-1c. First, the diastereoselec-


tivity for the ene-product 3 shall be considered; subsequently,


the selectivity of the more complex dioxetanes 2 shall be


elaborated.


3.1. The Stereoselectivity in the Ene Reaction of 1O2


with Enecarbamates. The pertinent diastereoselectivity data


of the ene-product 3, obtained in the photooxygenation of


CHART 1. Structure Matrix


SCHEME 1. Mode Selectivity ([2 + 2] Cycloaddition versus Ene Reaction) in the Photooxygenation of Oxazolidinone-Functionalized E/Z
Enecarbamates 1
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both Z/E-enecarbamates 1, are summarized in Table 1. The


major diastereomer has the unlike (ul) configuration (Figure 1)


in both cases. The stereoselectivity of the Z substrate varies


over a wider range [from 53:47 (entry 3) to 95:5 (entry 9)]


and is subject to more effective stereocontrol than that of the


E isomer [from 71:29 (entry 10) to 91:9 (entry 8); no diaster-


eomers are possible for E-1b (R1 ) H, entry 2). Mechanisti-


cally (Scheme 2), these stereochemical results reflect the steric


demand of the R1 substituent at the C-4 position. Clearly, the


sterically controlled diastereofacial differentiation in the ene


reactivity of 1 is more pronounced for the Z than the E


isomers.


3.2. The Stereoselectivity of the [2 + 2]-Cycloaddition


of 1O2 with the Enecarbamates. The absolute configura-


tion of the dioxetane 2 upon [2 + 2]-cycloaddition of 1O2 with


Z-1 was established by chemical correlation,8 namely by the


conversion of 2 to its diol 5 (Scheme 3). From these correla-


tions, it was found that the [2 + 2]-cycloaddition proceeds


TABLE 1. Mode Selectivity and Diastereoselectivity in the Photooxygenationa,b of Oxazolidinone-Functionalized Enecarbamates 1


configuration diastereomeric ratio (dr)


entry substrates C-4 C-3′ mode, [2 + 2]/ene, 2/3 3 ul/lk 2 (1′S,2′S)/(1′R,2′R)


1 Z-1a 80:20
2 E-1a 15:85
3 Z-1b (R)-Me 80:20 53:47 >98:2
4 E-1b (R)-Me 16:84 88:12 f
5 Z-1c (R)-iPr 75:25 56:44 99:1
6 E-1c (R)-iPr 36:64 83:17 f
7 Z-1d (S)-tBu 60:19d 95:5 1:99
8 E-1d (S)-tBu 23:77 91:9 f
9 Z-1e (S)-Ph 87:13 85:15 1:99
10 E-1e (S)-Ph 8:92 71:29 f
11 Z-1f (R)-iPr >98:2 98:2
12 Z-1g (R/S)-Ph(Me)CH >99:1 c 50:50
13 Z-1h (R)-Me (S)-Ph(Me)CH >99:1 c 99:1
14 Z-1i (R)-iPr (S)-Ph(Me)CH >99:1 c 99:1
15e Z-1i (S)-iPr (S)-Ph(Me)CH >99:1 c 1:99
16e d8-Z-1i d7-(S)-iPr (S)-Ph(Me)CH >99:1 c 10:90
17 (S)-tBu (R)-Ph(Me)CH >99:1 c 1:99
18 Z-1k (S)-Ph (S)-Ph(Me)CH >99:1 c 1:99
19e E-1i (R)-iPr (S)-Ph(Me)CH >99:1 c 99:1g


a Photooxygenations run in CDCl3 at -32 °C. TPFPP tetrakis(pentafluorophenyl)porphine) as sensitizer until complete conversion of the enecarbamate 1.
b Determined by 1H-NMR spectroscopy (error ( 5% of the stated value); mass balance >95% for all reactions. c In entries12–19, the ene product corresponding
to 3 was not observed. d 21% of the endoperoxide was obtained corresponding to 1O2 addition to both the alkene double bond and the phenyl ring (R3: Ph).
e CD2Cl2 was used as solvent. f Not determined. g (1′S,2′R)/(1′R,2′S) ratio.


SCHEME 2. Orbital control in the mode selectivity [(2 + 2) cycloaddition (top left) to form a dioxetane and ene reaction to form a
hydroperoxide (top right)] for 1O2 attack from below the paper plane on the Z- and E-configured enecarbamates 1a-e and the sterically
hindered, unpreferred coplanar (bottom left) and the less sterically hindered, preferred in-plane (bottom right) conformations of the
abstractable allylic hydrogen atom in the Z-configured enecarbamates 1f-k


Reaction of Singlet Oxygen with Enecarbamates Sivaguru et al.


390 ACCOUNTS OF CHEMICAL RESEARCH 387-400 March 2008 Vol. 41, No. 3







with essentially perfect stereoselectivity for the enecarbam-


ates Z-1b to Z-1e and that it is independent of the R1 sub-


stituent. The dioxetanes derived from E-1b to E-1e were too


labile and cleaved readily at room temperature (Scheme 4),


but the dioxetane 2 derived from E-1i was sufficiently stable


to establish its absolute configuration by the chemical corre-


lation of Scheme 3.


The exclusive chemoselectivity in favor of the [2 + 2]-cy-


cloaddition for the phenethyl-substituted E/Z enecarbamates


(Table 1, entries 12–19) provides an ideal platform for a thor-


ough investigation of the factors that control the stereoselec-


tion that leads to dioxetane 2 as a function of the stereogenic


centers at the C-4 and C-3′ positions and the E/Z geometry.


Examination of Table 1 reveals the remarkable result that the


stereoselectivity in the formation of the dioxetanes 2g-2k
with phenethyl-substitution is independent of both the con-


figuration at the C-3′ position (entries 12–19) and the size of


the R1 substituent (Me, iPr, Ph) at the C-4 position. For exam-


ple, the R-configured (at the C-4 position) Z enecarbamate


affords the 1′S,2′S-2 dioxetane (Figure 1) with complete ste-


reocontrol, irrespective of the C-3′ configuration (Table 1,


entries 14 and 15). By employing the optical antipode at the


C-4 position (S configuration), the expected 1′R,2′R-2 dioxet-


ane is obtained, which demonstrates that the stereochemical


course of the photooxygenation is well-behaved (Table 1,


entry 15).


For mechanistic guidance to assess the stereochemical


course of the 1O2 attack (see also section 4.4), we examined


the X-ray structure of the E/Z enecarbamates8 as well as the


chemical correlation in Scheme 3. Based on the X-ray struc-


ture, the attack of 1O2 on the double bond of the phenethyl-


substituted Z-enecarbamate, as shown in Figure 3, is evidently


dictated by the C-4 substituent. In contrast, the approach of
1O2 for the corresponding E isomer is likely aided by the


established directing effect of the polar carbonyl group (Fig-


ure 2).14 Thus, the determining features for the stereocontrol


in the E-enecarbamate may be satisfactorily accounted for with


conventional concepts.


There is, however, still a puzzling feature of the 1O2 reac-


tion with the Z enecarbamates: if stereocontrol is determined


by the C-4 substituent (R1 ) Me, iPr, tBu), one would expect a


gradual increase in the stereoselectivity for the dioxetane 2


with increasing steric bulk of the R1 substituent. Nevertheless,


FIGURE 1. Representative diastereomers of the dioxetanes 1′S,2′S-2c, 1′R,2′R-2c, and ene-products ul-3c, lk-3c.


SCHEME 3. Chemical Correlation for the Configurational Assignment of the Dioxetane


SCHEME 4. Stereoselective Photooxidative Cleavage of
Oxazolidinone-Functionalized E/Z Enecarbamates 1g-1k with
Phenethyl Substitution at the C-3′ Position (50:50 Mixture of R/S
Epimers at the C-3′ Position) for the Formation of the MDB Product
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the observed stereoselectivity (Table 1, entries 13–15 and 17)


clearly contrasts with this expectation, which suggests that in


addition to steric effects, some unexpected factor appears to


play a decisive role in controlling the extent of stereoselec-


tion in the dioxetane formation. We shall deal with this mech-


anistic puzzle in section 5.


3.3. Effect of the C-3′ Substituents on the Dia-


stereoselectivity of Dioxetane Formation. With the stereo-


selectivity of dioxetane formation essentially perfect in regard


to the C-4 substituent (Figure 1) for both E/Z configurations,


now the effect of the C-3′ substituent will be addressed, by


assessing the enantiomeric excess (% ee) of the dioxetane


cleavage product MDB (Scheme 4). The incentive was to test


the efficacy of kinetic resolution (relative reactivity) of the


epimeric enecarbamates 1 in their reaction with 1O2. To deter-


mine how the stereoselectivity of the [2 + 2]-cycloaddition is


affected by the configuration at the C-3′ position, a 50:50 mix-


ture of the R/S-phenethyl epimers was employed as a stere-


ochemical reporter with fixed configuration (R or S) chosen for


the C-4 position. For example, for Z-1i with the iPr group at the


R-configured C-4 position and a 50/50 mixture of R/S-config-


ured phenethyl substituent at the C-3′ position, kinetic reso-


lution will favor the C-3′S epimer, because the C-3′R epimer


reacted faster with 1O2. Thus the stereoselectivity is rapidly


FIGURE 2. Preferred π-facial attack of 1O2 in Z- (top) and E-enecarbamates (bottom). The conformations of the E/Z-enecarbamates are based
on the X-ray structures of Z-1i and E-1h.


FIGURE 3. Enantiomeric excess (% ee) of the methyldesoxybenzoin
(MDB) product versus conversion (%) for selected s factors plotted
though eq 2.
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and quantitatively determined by measuring the ee values in


the MDB product by GC analysis on a chiral stationary phase


(Scheme 4).


4. Photooxidative Cleavage of the
Enecarbamates as a Stereoselectivity Probe
of the C-3′ Chirality in the Alkenyl Side
Chain
Stereocontrol of the photooxidative cleavage of E/Z-enecar-


bamates by 1O2 to the R/S-MDB product (Scheme 4) was stud-


ied in a range of solvents and at various temperatures (Table


2). Because the size of R1 substituent at the C-4 position does


not influence the extent of stereoselectivity in the photooxy-


genation, we shall take the isopropyl derivative 1i as an


exemplar. Table 2 clearly shows that the photooxygenation of


the E-enecarbamates yields significantly higher ee values for


the MDB product (Scheme 4) than the corresponding Z iso-


mers. For E-1i (R configuration at C-4 position) in CDCl3 (Table


2, entry 2), the ee value of R-MDB for the Z-1i is 28%,


whereas for the E-1i, it is 63%; thus, the E isomer displays


over twice the stereoselectivity of the corresponding Z iso-


mer. Evidently, by the simple choice of the E/Z geometry, the


enantioselectivity may be more than doubled, highlighting the


importance of the alkene geometry (Z/E). Further, the sense (R
versus S) of the MDB product during photooxygenation of


both E/Z-enecarbamates depends on the configuration at the


C-4 position. As expected, a change of the configuration at


the C-4 position selects the opposite MDB enantiomer as the


major product, indicating that the system is well-behaved.


A pertinent feature still to be analyzed concerns the role of


the C-3′ configuration in the phenethyl substituent on the ste-


reoselectivity. In view of kinetic resolution, the ee values of the


MBD product do not suffice for quantification of the stereo-


control, since they depend on the extent of conversion. For


this reason, we have chosen the stereoselectivity factor, s,15,16


(section 4.1), as a convenient quantitative parameter for the


mechanistic analysis of the stereochemical effects imposed by


the C-3′ configuration in the phenethyl substituent.


4.1. The Stereoselectivity Factor (s) for the Mech-


anistic Diagnosis of the Stereochemical Course in the


Photooxidative Cleavage of the Enecarbamates as a


Function of the C-3′ (R/S) Chirality. The stereoselectivity fac-


tor s,15,16 as defined by eq 1 (Figure 3), is the ratio of rates of


formation (rate constants) for the R- and S-MDB product. Fur-


ther, the s factor represents the ee values corrected for the


extent of conversion (efficiency of the kinetic resolution). Fig-


ure 3 (plot of % ee versus % convn) illustrates the fundamen-


tal difference between the s factor and the ee value,15,16 in


which the dependence of the enantioselectivity on conver-


sion for selected s factors of 1.08, 2.6, 10.0, 72.0, and 500


are displayed, computed for a hypothetical case according to


eq 2 (Figure 3). A high value of the s factor (>70) corresponds


to a high ee value (>97%) in the MDB product even at ∼50%


conversion, while an s factor of only ∼3 implies a relatively


low ee value (∼30%) at ∼50% conversion.


The similar s factors for the photooxidative cleavage of the


E-enecarbamates with differently sized R1 substituents at the


C-4 position demonstrate the insensitivity of 1O2 toward steric


bulk in this reaction. For example, in CDCl3 at +18 °C the s
factors are 5.9 for E-1h (methyl) and 5.0 for E-1i (isopropyl)


derivatives, which convincingly illustrate the lack of response


of the stereoselectivity toward the size variation of the R1 sub-


stituent. Since the size of R1 substituent at the C-4 position


does not affect the extent of the stereoselection in the photo-


oxygenation process, we will limit our subsequent discussion


to the isopropyl-substituted Z/E-enecarbamates 1i.


4.2. Mechanistically Intriguing Solvent and Tem-


perature Effects in the Photooxidative Cleavage of the


E/Z Enecarbamates by 1O2 as a Function of the C-3′ (R/


S) Chirality. From Table 2, it is clear that the stereoselectiv-


ity for the photooxidative cleavage of the Z-enecarbamates is


relatively insensitive to solvent and temperature variations


TABLE 2. Temperature and Solvent Effects on the Stereoselectivity Factor, s,a for the Formation of R/S-MDB Product in the
Photooxygenationb of Phenethyl-Substitutedc Z- and E-Enecarbamates 1id


CD2Cl2
e,f


% ee; % convn; s
CDCl3


e


% ee; % convn; s
CD3CNe% ee;
% convn; s


CD3ODe% ee;
% convn; s


entry temp (°C) Z/R E/R E/S Z/R Z/S E/R E/R E/R


1 50 8(S); 5; 1.2 64(S); 23; 5.5 70(R); 30; 7.6
2 18/20 22(R); 29; 1.7 34(S); 25; 2.3 28(R); 29; 2.0 28(R); 47; 2.2 26(S); 49; 2.1 63(R); 17; 5.0 30(S); 34; 2.1 85(R); 34; 19
3 -15/-20 22(R); 59; 2.1 27(R); 65; 2.7 36(S); 59; 3.4 78(R); 37; 13 0; 28; 1.0 90(R); 17; 23
4 -40 30(R); 56; 2.6 82(R); 54; 40 88(S); 56; 45 88(R); 43; 31 58(R); 37; 5.2 94(R); 12; 37
5 -70 97(R); 8; 72


a Calculated from the % ee and % conversion data according to eqs 1–3. b Methylene blue was employed as sensitizer. c 50/50 mixture of the R/S epimers at
the C-3′ position in the Ph(Me)CH side chain was employed in this kinetic resolution. d Z and E diastereomers of 1i were used with R or S configuration at the C-
4 position in the oxazolidinone chiral auxiliary. e The % ee values and s factors were an average of at least 3 runs; error within 5% of the stated values. f For
CD2Cl2, the temperature was +20 and -20 °C.
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(entries 2–4 for CD2Cl2 and entry 2 for CDCl3 for Z/R-1i),


whereas for the E-enecarbamates it is extremely sensitive


(entries 2–4 for CD2Cl2, CDCl3, and CD3CN and entries 1–5


for CD3OD for E/R-1i). We shall examine the response of the


s factor to the imposed solvent and temperature variations to


understand the mechanistically intriguing dichotomy in the


stereoselectivity exhibited by the E/Z-enecarbamates. The con-


figurational sense of the MDB product switches with the


change in the configuration (R or S) at C-4 position as


expected with similar % ee values (within the experimental


error), as exemplified for the E-1i (C-4R) and E-1i (C-4S) in


CD2Cl2 (Table 2, entries 2–4) at the different temperatures.


The effect of the solvent polarity was examined by select-


ing the polar aprotic CD3CN, the polar protic CD3OD, and the


relatively low-polar halogenated solvents CD2Cl2 and CDCl3.


For the photooxidative cleavage of the E-1i C-4R substrate, the


solvent dependence of the stereoselectivity (% ee) follows the


order CD3CN (30%) ≈ CD2Cl2 (34%) < CDCl3 (63%) < CD3OD


(85%) at 18–20 °C (Table 2, entry 2 for E/R-1i in CD3CN,


CD2Cl2, CDCl3, CD3OD). The finding that the R-MDB enanti-


omer is the favored product in CDCl3 and CD3OD but the


S-MDB dominates in CD2Cl2 and CD3CN reveals that the ste-


reoselectivity cannot be attributed to the solvent polarity


alone.


Still more mechanistically intriguing is the temperature


dependence of the ee values for the E-1i substrate, as well as


the enhanced stereoisomer of the MDB product. In CD3OD,


the extent of the stereoselectivity is relatively constant over a


broad temperature range from -70 to +50 °C with the same


enantiomer (R-MDB) being formed (Table 2, entries 1–5). In


the other solvents, depending on the temperature, a change


in the configurational sense of the MBD product is observed.


For example, as shown in Table 2, very good stereocontrol in


favor of the R-MDB is found in chloroform-d at -40 °C (88%


ee, s ) 31, entry 4), but the S-MDB is preferred in very poor


stereoselectivity at +50 °C (8% ee, s ) 1.2, entry 1). The


inflection in the enantioselectivity sense (R to S) occurs in


CDCl3 above +18 °C, in CD2Cl2 between -20 and +20 °C


(entries 1 and 2 for CDCl3 and entries 2–3 for CD2Cl2), and in


CD3CN at -15 °C (entry 3). These remarkable solvent and


temperature effects forebode complex mechanistic behavior.


4.3. A Photo-Pasteur Kinetic Resolution of the MDB


Enantiomers with Singlet Oxygen. One of the striking


results shown in Table 2 is the very high stereocontrol (>97%;


nearly perfect stereocontrol!) observed in CD3OD at -70 °C


for the E-enecarbamate, which allows for the nearly complete


separation of the R/S-MDB enantiomers. Photooxygenation of


a 50/50 mixture of the R/S-epimers (C-3′ phenethyl substitu-


ent) of the C-4R-configured E-1i substrate in CD3OD at -70 °C


was carried out close to 50% conversion (essentially com-


plete consumption of the C-3′R-configured E-1i) to afford the


R-MDB product almost exclusively (Figure 4). The MDB prod-


uct was separated from the photooxygenate by chromatog-


raphy, and the remaining C-3′S-configured C-4R-E-1i epimer


was quantitatively photooxidized at room temperature to give


the S-MDB product with an ee value of 97%. We coin this


photooxidative kinetic resolution of the MDB optical isomers


as a photochemical Pasteur-type experiment. To highlight the


importance of s factor in this kinetic resolution, the photooxy-


genations of the E isomer (s ) 72, CD3OD) versus the Z iso-


mer (s ) 2.6, CD2Cl2) of the enecarbamates are contrasted in


Figure 4. At best, only 30% ee may be achieved for the Z iso-


mer, whereas for the E isomer the kinetic resolution is nearly


perfect. This stereochemical dichotomy between the E/Z-en-


ecarbamates demands a mechanistic explanation.


4.4. Mechanistic Rationale of the Stereoselectivity as
a Function of the C-3′ Chirality in the Photooxygenation
of Enecarbamates. The conspicuously complex temperature


and solvent effects shall now be mechanistically scrutinized to


understand the stereoselectivity during photooxidative cleav-


age of the E/Z-enecarbamates. Temperature and solvent vari-


ations, as observed in Table 2, are well-known for systems for


which there are enthalpy–entropy compensations.17–19 Thus,


to determine whether a compensation effect provides a mech-


anistic understanding of the temperature dependence of the


ee values for the MDB product, we shall examine the differ-


ential activation parameters (∆∆Sq, ∆∆Hq) for the photooxy-


genation of E/Z-enecarbamates in various solvents. The


parameters for the photooxygenation of E-1i and Z-1i
enecarbamates were computed by using the Eyring rela-


tion (eq 3). The ee values showed a pronounced tempera-


ture dependence (Table 2) in CDCl3, CD2Cl2, and CD3CN for


the E-1i enecarbamate, corroborated by a relatively high


contribution by the entropy term (|∆∆Sq| g 14 cal/(mol K))


and an appreciable contribution by the enthalpy term


(|∆∆Hq| ≈ 4 kcal/K).20


The change in the % ee values (or ∆∆Gq) depends on both


the entropic and enthalpic terms. Since the ∆∆HR-S
q


/(RT) term


is proportional to the reciprocal temperature (eq 3), the ln(kR/


kS) value is determined mostly by the enthalpic contribution


at low temperatures; however, as the temperature increases,


the relative contribution from the ∆∆SR-S
q


/R term increases


and begins to override the ∆∆HR-S
q


/(RT) term at some char-


acteristic temperature. Eventually, the sign of the ln(kR/kS)
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value inverts, and the configurational sense in the enantiose-


lectivity switches, provided that the ∆∆HR-S
q


and ∆∆SR-S
q


terms possess the same sign, as is the case here for the pho-


tooxygenation of the E isomer (Table 2). Such entropy effects


may be associated with temperature- and solvent-dependent


conformational factors, which in the present case are presum-


ably dictated by the stereogenic center at the C-3′ phenethyl


substituent.


In contrast, the corresponding relative insensitivity of Z-1i


enecarbamates to temperature and solvent variation is con-


vincingly explained by the near-zero ∆∆Sq and ∆∆Hq terms in


CD2Cl2.20 Most importantly, the signs of ∆∆Sq and ∆∆Hq are


opposite. Consequently, their contributions compensate each


other on temperature variation, which results in comparable


ee values for the Z-enecarbamates (Table 2).


Similarly, for E-1i in the protic CD3OD, the observed small


temperature dependence is again corroborated by the low


∆∆Sq and ∆∆Hq values (but both have the same sign).20 Con-


sequently, the contribution from ∆∆Hq will increase only


slightly upon decreasing the temperature, which corresponds


to a small response in the stereoselectivity; also the sense of


the enantioselectivity is not changed.20 Moreover, the


enthalpy–entropy plot for both E- and Z-enecarbamates20


shows that the differential activation parameters fall on a sin-


gle straight line that passes through the origin, which indi-


cates that the same diastereo-differentiating mechanism


operates, irrespective of (a) the configuration of the alkene


[E/Z], (b) the R1 substituent at the C-4 position [Me, iPr, tBu], (c)


the configuration [R/S] at the C-4 position, and (d) the


employed solvent.


FIGURE 4. Photochemical kinetic resolution of MDB (photochemical Pasteur-type experiment) in the photooxygenation of E-1i (top) and Z-1i
(bottom).
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Detailed mechanistic rationalization on the favored stere-


ochemical trajectory of 1O2 attack8,20 on the CdC of the E/Z-
enecarbamate was provided by X-ray crystallography, as we


succeeded in assessing the structural details of the crystal-


line methyl-substituted E-1h and the isopropyl-substituted Z-1i
derivatives. The conformations inferred from the X-ray struc-


tures of E-1h and Z-1i serve as a first-order approximation for


the 1O2 attack on the enecarbamates, as revealed in Figure 5.


Figure 5 illustrates the nonplanar orientation of the oxazo-


lidinone carbonyl group in the E isomer in contrast to the


coplanar alignment in the Z isomer (Figure 2). Inspection of


the crystal structure of both E-enecarbamate epimers (R con-


figurations at the C-4 and R/S at the C-3′ positions) reveals that


the oxazolidinone carbonyl group is almost perpendicular to


the plane of the double bond. Further, the C-3′ configuration


dictates the orientation of the oxazolidinone carbonyl group


in the E-enecarbamate (Figure 5; in C-4R E-1i, the carbonyl


group is below the plane of the double bond for the C-3′S but


above for the C-3′R epimer), whereas for the Z-enecarbam-


ate the orientation of the oxazolidinone ring is unaffected by


the C-3′ configuration.


We speculate that the E isomers are more flexible than the


corresponding Z isomers due to steric encumbrance between


the imposing phenyl ring of the phenethyl-substituent and the


C-4 substituent, which reflect the difference in the diastereo-


meric interactions between the C-3′R and C-3′S epimers, as


illustrated in Figure 5. Therefore, the E-enecarbamates are sus-


ceptible to solvent and temperature variations, as corrobo-


FIGURE 5. Preferred conformational alignment of the oxazolidinone ring and the phenethyl substituent in epimeric E-enecarbamates and
the expected stereoselective attack by 1O2. Note that the orientation of the oxazolidinone carbonyl group depends on the chirality of the
C-3′ position. The structure is based on the X-ray analysis or the R and S C-3′ epimers of E-1h with S configuration at the C-4 position. The
C-4 substituent of the oxazolidinone is not expected to alter the relative orientations of oxazolidinone carbonyl group, the alkene double
bond, and the C-3′ phenethyl group.
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rated by the ∆∆Sq and ∆∆Hq values. Nonetheless, although it


is well-known that polar groups may facilitate the facial selec-


tivity of 1O2,14 in the present case close to equal amounts of


the R/S-MDB enantiomers would be expected as products,


since the relative spatial arrangement of the carbonyl and the


phenethyl groups are very similar in both structures. Clearly,


the very high stereoselectivity for the E isomer implies that


other physical interactions between the oxidant and substrate


must be involved, which presumably relate to the electroni-


cally excited reactant.


5. Excited-State Deactivation of Singlet
Oxygen as Mode of Stereoselectivity
Control
It seems truly remarkable that the smallest possible oxidant,
1O2, is subject to such high stereocontrol in the present [2 +
2]-cycloaddition reaction. Indeed, moderate stereoselectivity


was observed for O3, an oxidant comparable in size to
1O2,12,21 with negligible solvent and temperature effects. Evi-


dently, for the electronically excited oxidant (1O2), stereocon-


trol is promoted by some factor in addition to the usual steric


interaction between the substrate and reactant. Since for 1O2


its chemical reaction competes with its physical deactivation


to unreactive 3O2,5–7,22 we speculate that during the 1O2


attack, superimposed on the usual steric interactions, one ster-


eochemical pathway is physically deactivated more rapidly,


which results in enhanced stereoselectivity. For example, the


high stereocontrol in the dioxetane formation (Table 1) is the


consequence of both steric effects in the chemical reactivity


(Section 3) and selective π-facial quenching of the 1O2 by


vibrational deactivation. In this context, it is well-known that


the lifetime of 1O2 in deuterated solvents is longer than that


in nondeuterated ones, since C-H bond vibrations deactivate
1O2 to its triplet ground state.5–7,22 Consequently, to test


experimentally the conjecture of stereoselective vibrational


deactivation of 1O2, we compared the stereoselectivity in the


dioxetane formation of the deuterated d8-Z-1i with the undeu-


terated Z-1i substrate. Indeed, the photooxygenation of


d8-Z-1i displayed only 80% stereoselectivity compared with


>98% for undeuterated Z-1i (Figure 6). We attribute the sub-


stantial difference in the stereoselectivity between d8-Z-1i and


Z-1i to the stereoselective vibrational deactivation of 1O2 by the


C-H bonds in the CH(CH3)2 substituent, compared with


the C-D bonds in the CD(CD3)2 group. The stereoselectivity in


the deuterated d8-Z-1i is similar in magnitude (∼80% for iPr)


to that reported for the enolate alkylation of oxazolidinone


derivatives, for which only steric effects apply (Table 3).23


Thus, the stereocontrol in the undeuterated Z-1i substrate dis-


plays the composite effects of the classical steric interactions


(∼80% contribution) and the novel vibrational deactivation


(∼20% contribution).


To substantiate further the role of excited-state deactiva-


tion in the photooxygenation of the E/Z-enecarbamates, the


FIGURE 6. Steric interactions and vibrational quenching in the stereoselective π-facial attack of 1O2 for deuterated (d8-Z-1i) versus
undeuterated (Z-1i) enecarbamates.


TABLE 3. The Effects of Steric Interaction and Vibrational
Quenching on the Diastereoselectivity in the Alkylation and
Photooxygenation of Substrates with Oxazolidinone Chiral
Auxiliaries


a Alkylation of enolates (values taken from ref 23). b Photooxygenation of
enecarbamates ((5% error of stated value); optically pure at the C-4 and C-
3′ positions.
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rate constants for the chemical reaction and physical quench-


ing were determined by competitive kinetics.20,24 Under sim-


ilar conditions, the ratio of rate constants (kR/kS ) 1.3; +18 °C)


for the C-3′R to C-3′S epimers with a fixed C-4 configuration


is in reasonable agreement with the s factor (kR/kS ) 2.1; +20


°C) data in Table 2. A significant result of these kinetic stud-


ies is the fact that the chemical reaction is about an order of


magnitude slower than the physical quenching,20 which


enables the excited oxidant to sense the effect of the vibra-


tional interaction on the stereoselectivity. For emphasis, if the
rate of the chemical reaction is too fast and higher than that of
the physical quenching, the role of vibrational deactivation will
be insignificant and, thus, go undetected.


5.1. A New Paradigm in Controlling the Stereo-
selectivity in Photochemical Reactions. The present pho-


tooxygenation of enecarbamates conspicuously demonstrates


that stereoselectivity and presumably other types of selectiv-


ities are subject not only to the traditional steric control that


governs ground-state reactions but also to selective physical


deactivation of the electronically excited reactant. In our


model system, the vibrational deactivation of 1O2 by C-H


bonds operates in concert with the classical steric interactions


to achieve essentially perfect stereocontrol in the photooxi-


dative cleavage of the enecarbamates. In principle, one may


envisage similar excited-state deactivation as an effective


mode to manipulate selectivity generally in photoreactions,


provided the chemical reactivity proceeds at a lower rate than


physical deactivation. If this premise is valid, a stereogenic


center in the proximity of the reaction site may physically


deactivate the incoming electronically excited reactant from


one face more effectively than from the other, and significant


stereoselectivity should ensue. Hence, for a photochemical


reaction, unlike for ground-state reactions, in addition to steric


encumbrance (Cram, Karabatsos, and Felkin-Ahn models),


excited-state deactivation also applies.


As illustrated in Figure 7, in a ground-state reaction, steric


interactions dictate the preferential attack of the incoming


reactant on the prochiral face of the reaction site (Figure 7,


left). In photoreactions, however, physical deactivation of the


excited state (Figure 7, right), in concert with the steric inter-


actions, may determine the selectivity. For example, as illus-


trated for the present case in Figure 7, the steric interaction on


the attacking 1O2 is about the same, but its vibrational deac-


tivation is significantly stronger by the CH3 than by the CD3


group; thus, enhanced stereoselection results over and beyond


the usual steric factors within the substrate. We surmise that


physical deactivation of excited states could be fine-tuned to


play a significant role in stereoselectivity.


6. Conclusion


In this Account, we have tried to impress upon the reader


that the extensive stereochemical properties embodied in


the chiral enecarbamates make these substrates informa-


tive molecular probes to diagnose stereochemical control in


photoreactions. Through the appropriate choice of substit-


uents in the enecarbamate, the mode selectivity (ene ver-


sus [2 + 2]), which depends on the alkene geometry, the


steric bulk of the C-4 oxazolidinone-substituent, and the


C-3′ configuration, may be manipulated. By employment of


a C-3′ phenethyl substituent as a stereochemical reporter,


[2 + 2] mode takes place exclusively to afford dioxetane in


high stereoselectivity. Such a high degree of stereoselec-


tion in the photooxygenation enabled the isolation of the


optically pure MDB enantiomers (after dioxetane decompo-


sition) by means of a photochemical-Pasteur-type separa-


tion. The high stereoselectivity in the dioxetane formation


is rationalized in terms of the established steric hindrance,


in concert with the unprecedented vibrational deactivation
of the incoming electronically excited 1O2. Future efforts


should be expended to generalize this novel phenomenon


for other photochemical transformations.


We dedicate this Account to Professor F. D. Greene, an


esteemed scientist and appreciated friend, on the occasion of his


80th birthday. The authors at Columbia thank the NSF (Grant


CHE-04-15516) for generous support of this research. W.A. is


grateful for the financial support from the Deutsche Forschungs-


gemeinschaft, Alexander-von-Humboldt Stiftung, and the Fonds


der Chemischen Industrie. S.J. thanks NDSU for financial sup-


port through a faculty start-up grant. T.P. acknowledges the


support of the W.M. Keck Foundation.


FIGURE 7. Stereoselectivity control imposed by steric hindrance (A,
ground-state reactivity) and by physical deactivation (B, excited-
state reactivity) in the photooxygenation of enecarbamates.
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Supporting Information Available. The differential activa-


tion parameters, Eyring plot, X-ray structures of E/Z-enecar-


bamates, table of differential activation parameters for


photooxygenation, and the rate constant for total quench-


ing and chemical reaction for photooxygenation. This mate-


rial is available free of charge via the Internet at http://


pubs.acs.org.
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C O N S P E C T U S


One of the most common, and yet least well understood, enzymatic
transformations is proton abstraction from activated carbon acids


such as carbonyls. Understanding the mechanism for these proton
abstractions is basic to a good understanding of enzyme function. Sig-
nificant controversy has arisen over the means by which a given enzyme
might facilitate these deprotonations. Creating small molecule mimics of
enzymes and physical organic studies that model enzymes are good
approaches to probing mechanistic enzymology. This Account details a
number of molecular recognition and physical organic studies, both from
our laboratory and others, dealing with the elucidation of this quan-
dary. Our analysis launches from an examination of the active sites and
proposed mechanism of several enzyme-catalyzed deprotonations of carbon acids. This analysis highlights the geometries
of the hydrogen bonds found at the enzyme active sites. We find evidence to support π-oriented hydrogen bonding, rather
than lone pair oriented hydrogen bonding. Our observations prompted us to study the stereochemistry of hydrogen bond-
ing that activates carbonyl R-carbons to deprotonation. The results from our own thermodynamic, kinetics, and computa-
tional studies, all of which are reviewed herein, suggest that an unanticipated level of intermediate stabilization occurs via
an electrophilic interaction through the π-molecular orbital as opposed to traditional lone pair directed coordination. We
do not postulate that hydrogen bonding to π-systems is intrinsically stronger than to lone pairs, but rather that there is a
greater change in bond strength during deprotonation when the hydrogen bonds are oriented at the π-system. Through
these studies, we conclude that many enzymes preferentially activate their carbon acid substrates through an electrophilic
coordination directed towards the π-bond of the carbonyl rather than the conventional lone pair directed model.


I. Enzymatic Enolization


Enzymatic transformations that involve the


removal of an R-proton from a carbon acid are


essential to many metabolic pathways.1 To enzy-


mologists and physical organic chemists, these


reactions present a singularly interesting dilemma.


How does an enzyme, working with a cadre of rel-


atively weak acids and bases, facilitate the depro-


tonation of a carbon acid? The pKa’s of typical


R-hydrogens range from as low as 12 to as high


as 30 depending on the type of carbon acid, yet


enolases, racemases, aldolases, and various other


enzyme classes readily perform R-carbon proton


abstractions using acids and bases with pKa’s


closer to the 6–10 range at physiological pH. To


set the stage of this Account, we begin with a brief


discussion of some classically studied enzymes


that undergo proton transfer catalysis of carbon


acids. The goal of this introduction is not to high-


light the myriad controversies surrounding these


enzyme mechanisms, but rather to point out some


features relevant to our later discussions.
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A. Triosephosphate Isomerase. Triosephosphate isomerase


(TIM) catalyzes the interconversion of dihydroxyacetone phos-


phate (DHAP) to glyceraldehyde-3-phosphate (G3P) (Scheme


1).2 The mechanism associated with TIM can be superficially


labeled a 1,2-proton shift, and its mechanism has been thor-


oughly investigated.3,4 The transformation is thought to pro-


ceed through a transiently stable intermediate, such as an


enediolate.3


It was determined by analysis of analogue-bound crystal


structures that, rather than simple general base catalysis from


Glu165 (Figure 1A), the transformation proceeds via general


base-general acid catalysis with potential electrophilic/acid


catalytic assistance from the ε2N of a histidine residue, His95


(Figure 1A).5–7 One possibility of how this assistance is


thought to occur is that the neutral imidazole from His95 gives


up its proton to the intermediate to form the neutral enediol


and an imidazolate anion.6 The pKa associated with this pro-


cess is usually considered to be close to 14.5. However, it has


been postulated that the position of His95 at the N-terminus


of an R-helix provides a great deal of shielding, thereby low-


ering this pKa to roughly 11.5,8–10 which corresponds to the


estimated pKa of the enediol intermediate. Similarly, Lys12 is


proximal to the carbonyl, opposite the general base, and could


supply a proton. Note in Figure 1A that Lys12 is oriented


toward the π-system of the carbonyl. Either general acid could


thus allow for rapid proton exchange from the imidazole to


the intermediate (Scheme 2).10–12


B. Mandelate Racemase. The enzyme mandelate race-


mase (MR) catalyzes the Mg2+-assisted interconversion of the


stereoisomers of mandelate (Scheme 3). This 1,1-proton trans-


fer has been studied in great detail and has been shown to be


the result of a two-base general base mechanism.13,14 Figure


2 shows a schematic of the active site of MR bound to (S)-


mandelate extrapolated from a crystal structure of an (R)-R-


phenylglycidate alkylated MR conjugate. Unlike TIM above


and citrate synthase discussed below, MR requires the use of


a doubly charged metal such as Mg2+, Co2+, Ni2+, or


Mn2+.15,16 The crystal structure shows interaction of the metal


with the one carboxylate oxygen and the R-hydroxy group.


The two general bases have been determined to be Lys166


for the S-enantiomer and His297 for the R-enantiomer.13,18


The final element of the active site crucial to catalysis is the


Glu317 residue.19 The crystal structure analysis shows a likely


hydrogen bond between the carbonyl oxygen of the mande-


late carboxylate and a neutral glutamic acid carboxylic acid


side chain.14 It has been suggested that Glu317 acts as an


electrophilic (general acid) catalyst in this system. The pKa of


the protonated enediolate intermediate (∼6.6) and that of


SCHEME 1


FIGURE 1. Active site TIM binding the analogue
phosphoglycolohydroxamate (PGH). (A) Computer-generated model
from the crystallographic data.5 (B) Schematic of the active site
residues with potential hydrogen bonds delineated.6


SCHEME 2. Proposed enediol route for TIM mechanism showing
proton transfer from His95, although Lys12 could play a similar
role


SCHEME 3
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Glu317 (∼6) should allow for rapid proton exchange between


the acid residue and the intermediate structure to give the


geminal enediol intermediate.20


C. Citrate Synthase. The first step of the tricarboxylic acid


cycle condenses acetyl-CoA with oxaloacetate using the


enzyme citrate synthase (CS).2 The proposed mechanism


begins with the deprotonation of the R-carbon of acetyl-CoA


by Asp375 with concomitant coordination/protonation of the


carbonyl oxygen by His274. Claisen condensation of the


resulting enol(ate) with oxaloacetate via general base-general


acid (electrophilic) catalysis provided by His274 and His320


then follows.21–23


Figure 3 shows the structure of a substrate analogue


D-malate, along with acetyl-CoA and CS, indicating the hydro-


gen bond from the His274 δ1N to the carbonyl of the


thioester. The carboxylate from Asp375 is poised on the oppo-


site side of the substrate in close proximity to the methyl


group and acts as a general base. The orientation of this


hydrogen bond is toward the π-system and will become more


important later in this discussion.


As in the case with TIM, compelling evidence that the envi-


ronmental positioning of these residues causes significant


altering of their pKa’s was reported through site-directed


mutagenesis studies.21,24,25 Any attempt to change the active


site residues resulted in dramatically increased stability against


thermal denaturing. The implication is that the active site is


specifically organized to electronically or sterically destabi-


lize these residues in such a way that generates a shift in their


acid/base catalyzing properties.1


II. Electrophilic Catalysis


A. Low Barrier Hydrogen Bonds. A different theory for the


specific role of these electrophilic general acid catalysts has


been postulated by Gerlt and Gassman, as well as


others.17,26–29 This theory involves the formation of very


short, strong hydrogen bonds between the electrophilic cata-


lysts and the respective substrates in the transient intermedi-


ates, often called low barrier hydrogen bonds (LBHBs)30 In the


gas phase, crystals, and nonaqueous solvents, LBHBs have


been shown to be very strong, on the order of g20 kcal/


mol.30 Several requirements are usually outlined for the pos-


sible formation of LBHBs: (1) The distance between the


heteroatoms of the species must be less than 2.55Å. A typi-


cal hydrogen bond length in water is 2.8Å, which classifies the


classic water network as a set of weak hydrogen bonds.31 (2)


There must be a congruity of the pKa’s of the donor/accepter


pair. (3) It is has been shown that LBHBs will not form in com-


petitive media such as water or other protic solvents. It has


been strongly argued that the formation of LBHBs in enzy-


matic transformations is not feasible because of this last cave-


at.32 However, calculations have shown that ordered water


molecules, such as those found in enzyme active sites, will not


interfere with low barrier hydrogen bonding.17


The dilemma with proton transfer catalysis, such as in the


case studies discussed above, is that the calculated ∆Gq is


usually 13–17 kcal/mol in the enzyme.33,34 However, on the


FIGURE 2. Active site of MR with (S)-mandelate shows five key
elements: Mg2+, Lys164, Lys166, His297, and Glu317.17


FIGURE 3. Active site binding of acetyl-CoA from a ternary
complex of D-malate, acetyl-CoA, and CS. The hydrogen bond from
the δ1N-H to the carbonyl oxygen is indicated.23


SCHEME 4
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basis of the pKa’s of the general bases involved in these reac-


tions (∼6–7), ∆Gq in solution would be on the order of 20


kcal/mol greater. The question then becomes, how does the


enzyme achieve this fantastic reduction in the activation


energy for these carbon acid processes? Gerlt and Gassman


proposed that the data for enzymes such as those discussed


above provided for the formation of an intermediate that was


neither the anionic enolate (1) nor the neutral enol (3), but rather


a structure in between stabilized by a low barrier hydrogen bond


from the electrophilic catalyst residue (2) (Scheme 4).17


As discussed in the previous section, the near pKa congru-


ence of the would-be neutral enol intermediates with the per-


turbed general acid catalysts of the three enzymes could be


interpreted to support LBHBs. Thus, by generating an interme-


diate with an intermolecular interaction that can reduce its free


energy by up to 20 kcal/mol, the enzyme facilitates a large


reduction in the ∆G° of the intermediate. The reduction of the


intrinsic kinetic barrier, ∆Gqint, was proposed to arise from sol-


vation effects of the general acid catalyst based on the prin-


ciple of nonperfect synchronization (PNS).


B. Principle of Nonperfect Synchronization. It is well-


known that the rate of deprotonation is much slower for car-


bon acids than acids of oxygen, sulfur, or other elements


regardless of the pKa. This observation has been attributed to


PNS.35 PNS effects are seen in reactions in which two or more


events are occurring during the same mechanistic step, such


as in the deprotonation of a carbon acid. With a heteroacid,


such as H3O+, there is only the proton transfer occurring in the


transition state. Carbon acids such as acetaldehyde or


nitromethane, however, have not only a proton transfer but


also a delocalization of charge through resonance and a rehy-


bridization of the resulting carbanion. The result is a situa-


tion in which one or more processes lag behind another on


the reaction coordinate.


Perhaps the most widely known study of PNS has been


termed the nitroalkane anomaly.36,37 Brønsted analysis of the


deprotonation of various arylnitroalkanes with hydroxide


revealed highly irregular R- and �-values of 1.54 and -0.55,


respectively. Since the Brønsted coefficients can be thought of


as a measure of the extent of proton transfer at the transi-


tion state, a 1.54 R-value suggests nearly complete deproto-


nation at the TS in the forward direction, and the -0.55


�-value implies nearly no protonation in the reverse direc-


tion. The conclusion is that proton transfer happens first while


rehybridization and delocalization through resonance lags


behind. This asynchronicity results in a localization of charge


on the carbon, which raises the intrinsic kinetic barrier as a


result of the high unfavorability of anionic carbon.


There have also been studies on the effects of solvation on


the extent of asynchronous proton transfer. In hydrogen bond-


ing solvents the PNS effect is larger than in nonanion stabiliz-


ing solvents such as DMSO and acetonitrile.35 The reason for


this solvent dependence is that solvent reorganization in


hydrogen bonding solvents also lags behind charge transfer.


Hence, in a solvent that reorients itself around a charge, there


is an added contribution to the ∆Gqint from the entropic cost


of solvent reorientation. Gerlt and Gassman argued that the


electrophilic general acid residues in enzymes are preoriented


to “solvate” the growing negative charge on the oxygen at the


transition state whether it formed a LBHB or not.17 The pre-


orientation would eliminate the entropic cost of solvent reori-


entation and remove it from ∆Gqint.


C. Metal Coordination. The low barrier hydrogen bond


theory has had several critics, and articles continue to be pub-


lished that claim to show evidence either for or against the for-


mation of LBHBs in enzyme mechanisms.38–45 Several other


theories have been proposed, either in lieu of or complimen-


tary to the formation of LBHBs. One of these is the theory that


metal coordination in enzymes plays a much larger role in


reducing the overall kinetic barrier by reducing the pKa of the


R-proton. Enolases, racemases, and aldolases in particular all


contain at least one vital metal center at their active sites.


Kimura et al. synthesized the 4-bromophenacyl-pendant


cyclen system 4 to evaluate the mechanism of class II aldo-


lases and the role of Zn(II) in the enolization step.46 The pres-


ence of the Zn(II) in close proximity of the carbonyl oxygen in


4 was able to reduce the pKa of the R-proton to 8.41, nearly


10 orders of magnitude. The kinetic barrier toward deproto-


nation also appeared to be reduced with the half-life of H-D


exchange reported to be 25 min at 298 K.


Studies in our group using a series of hosts 5–7 have


shown that shifts of nearly 12 pKa units are observed for R-hy-


drogens of various �-diketones.47 The bicyclic hosts 5 and 6


showed slightly greater pKa reduction due to better solvent


exclusion from the interior, yet in all cases, coordination to the


Cu(II) affords a great deal of enolate stabilization. However,


these findings do not account for enzymes such as TIM and
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CS in which no metals are present at the active site of enol-


(ate) formation.


III. The Third Dimension


Over the past decade, our group has studied an interesting


stereochemical phenomenon of electrophilic catalysis. The


crystal structure of wild-type medium chain acyl-CoA dehy-


drogenase (Figure 4A) shows no metal coordination in the


active site, yet the substrate, like those in TIM, MR, and CS,


must be highly activated for R-deprotonation to occur.48 The


hydrogen bonds indicated to the carbonyl oxygen are some-


what distorted from conventional lone pair directed models.


Instead, the interactions from the backbone amide of Glu376


and the 2′-OH of the flavin are oriented toward the π-system.


Likewise, 4-chlorobenzoyl-CoA dehalogenase (Figure 4B) cat-


alyzes the hydrolytic removal of chloride from 4-chloroben-


zoyl-CoA conjugates through a Meisenheimer complex (Figure


4C).49 Again, the backbone amide hydrogen bonds are not in


the plane described by the carbonyl oxygen’s lone pairs but


are directed toward the C-O π-bond. In addition, in the case


of o-succinylbenzoate synthetase, Gerlt proposed that a Lys


opposite the face of the substrate from the general base assists


activation, although they did not draw specific attention to this


unusal orientation.50


Similarly, if we look back at the three case studies discussed


earlier, there are analogous stereochemical orientations. Citrate


synthase exhibits the most obvious π-coordinative character. The


crystal structure, Figure 3, shows a good deal of hydrogen


bonding from His274 to the π-bond of the carbonyl. A simi-


lar case can be made for TIM. The crystal structures in Figure


1 show possible electrophilic interaction toward the π-system


of the substrates from the side-chain Asp10 amide and the


ε-amine of Lys12. The crystal structure of mandelate race-


mase, Figure 2, is somewhat anomalous to this discussion.


FIGURE 4. (A) 4-(Nitrophenyl)acetyl-CoA bound to MCADH with π-
directed hydrogen bonds to the substrate analogue.48 (B) Active site
of 4-chlorobenzoyl-CoA dehalogenase with backbone amide
hydrogen bonds to the π-face of the thioester.49 (C) Enolic structure
of the Meisenheimer intermediate from the mechanism of 4-
chlorobenzoyl-CoA dehalogenase.
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However, of all the enzymes discussed here, MR is the only


instance in which an active site metal is vital to affect cataly-


sis. For the remainder of this Account, we will focus on our


efforts toward the elucidation of the effect of the stereochem-


ical orientation of electrophilic coordination on the kinetics


and thermodynamics of carbon acid deprotonation.


A. Thermodynamic Effects. We have studied the ability


of hydrogen bonding to affect the thermodynamics of car-


bon acid deprotonation as a function of geometry by using


several model systems.51,52 For example, the crescent shaped


receptor 8 utilizes four amide-like hydrogen bond donors in


a cavity to emulate an enzyme active site. Receptor 8 was


most complementary to 1,3-cyclohexanedionate, with an


association constant (Ka) of 1.35 × 104 M-1 in acetonitrile.


However, even with the cooperative binding of four hydrogen


bonds, potentiometric titrations revealed that 8 was only able to


lower the pKa of 1,3-cyclohexanedione by about 1 unit.53


The bicyclic cyclophane 9 was used in a later study to test


the effect of π-orbital hydrogen bond acceptance on pKa shift-


ing.51 In this study, 2-acetylcyclopentanone had the greatest


complementarity to 9 (Ka ) 3.06 × 103 M-1), and was cho-


sen as the model carbon acid. The binding cavity of 9 is small


enough (7.0 Å high) to constrain the guest to a horizontal ori-


entation, which also constrains the hydrogen bonds to π-do-


nation. In acetonitrile, the pKa of 2-acetylcyclopentanone in


the presence of 9 was reduced by nearly 3 units, constitut-


ing a 300% increase in the stabilization of enolate formation


based largely on the geometry of hydrogen bonding.


B. Kinetic Stabilization. The previous two studies,


although informative, are based solely on the thermodynamic


advantages of hydrogen bond orientation. To determine the


effects of lone pair directed hydrogen bonding on the kinet-


ics of R-proton abstraction, we developed a series of


2-acylphenol probes 10 and 11 for analysis of the rate of


H-D exchange at the active carbon.54 As a control, the phe-


nol methyl ether versions of each compound in the 10 series


were also synthesized and subjected to rate studies.


The kinetics experiments were conducted via 1H NMR in


both 4:1 CD3OD/D2O (pD 5.83) and in acetonitrile. The pKa’s


of the phenols were determined in both the methanol/water


mixture (potentiometrically) and in acetonitrile (by compari-


son with known indicators). The Brønsted plots of series 10
and the methyl-ether analogues showed the relative rate


enhancement over the entire series to be less than a single log


unit, which is quite low for an intramolecular hydrogen


bond.55 Also, the R-values in water determined from the


slopes of the 10 series and the methyl ether controls are only


0.24 and 0.15, respectively. The difference of these two val-


ues gives a measure of the effect of hydrogen bond strength


on the rate constant and only amounts to 0.09 in both protic


and aprotic media. The 11 series was used to determine if


lowering the pKa of the enol intermediate would result in a


greater effect due to better pKa matching for possible LBHB


formation. The results showed similar independence on the


strength of the hydrogen bond, giving an R-value of 0.24 in


acetonitrile based on pKa’s determined in water.


These results were attributed to PNS effects. Because there


is very little negative charge developing on the carbonyl oxy-


gen at the transition state of deprotonation, the overall


strength of a hydrogen bond directed through a nonpartic-


ipating orbital would make little difference to the activa-


tion barrier. The chief extrapolation to enzyme behavior is


that the formation of a strong coordination to the lone pair


electrons of the substrate carbonyl would have very little


effect on ∆Gq.
C. Lithium-Acetaldehyde Model. One ultimate goal of


our research is to examine whether placing a strong electro-


philic coordination directed toward the π-electron density


could have a greater effect not only on the thermodynamic


stability of the resulting enol(ate) but also on the kinetics by


augmenting the extent of charge delocalization at the tran-


sition state. To semiquantitatively assess the extent of this


effect, we recently performed a series of computational
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studies on a simple electrophile coordinating to a simple


carbon acid.56 A series of previous studies have examined


electrophilic coordination to enolate anions and their asso-


ciated conjugate acids, but these studies did not focus on


predicting the best orientation to enhance acidities of the


R-hydrogens.57


We chose the simplest nonproton electrophile, Li+, and the


simplest carbon acid, acetaldehyde. Two potential energy sur-


faces were generated at an MP2 level with a 6-31G* basis set


using the ACES II quantum chemical program package devel-


oped by Stanton and collaborators.58 The surfaces were gen-


erated by manually varying the Li-O-C bond angle against


the Li-O-C-C dihedral angle in 5° increments as shown in


Figure 5.


Two surfaces were generated as composites of single-point


energies for each combination of bond and dihedral angles


listed in Figure 5, one for neutral acetaldehyde and the other


for its enolate. The global energy minimum geometries pre-


dicted from these analyses are shown in Figure 6. As was


expected for neutral acetaldehyde, the global energy mini-


mum geometry (Figure 6A) shows coordination of the lith-


ium solely to the longitudinal lone pair of the carbonyl


oxygen.


Interestingly, the global energy minimum geometry found


from the enolate surface is quite different. In this case, the


minimum geometry occurs at a Li-O-C bond angle of 85°


and a Li-O-C-C dihedral angle of 45° (Figure 6B). The first


aspect to notice is the out-of-plane dihedral angle. This geom-


etry suggests a significant amount of π-system coordination in


the enolate system. The second important facet of this model


is that, based on rudimentary resonance analysis, this energy


minimum arises as a result of coordination of the lithium ion


to the two centers of negative charge—the oxygen and R-car-


bon. The optimum geometry derived from the surface calcu-


lations (Figures 5 and 6) are similar to ones found via single


point calculations.59


These two analyses alone say very little about which geom-


etry is best to generate a substantive shift in the acid dissoci-


ation constant, Ka. The contour plot shown in Figure 7 is the


difference of the enthalpies of lithium coordination to acetal-


dehyde and its corresponding enolate and gives a measure of


the gas-phase acidity of this system. Figure 7 does not techni-


cally represent a potential energy surface but rather should be


thought of as a measure of the acid dissociation potential at each


given geometry. This acidity analysis reveals a new minimum


occurring at 70°, while the dihedral angle remains 45° (Figure 8).


The lithium now resides antiperiplanar to the cleaving R-hydro-


gen. This geometry represents a double threat: backside electro-


philic coordination to the orbital of the breaking C-H bond and


π-system coordination to the carbonyl. Both of these effects


would lead to an arguably more labile proton.


This calculated configuration (Figure 8) is in sharp contrast


with the normally accepted geometry for enhancing acidity.


The difference in acidity between this new geometry and the


FIGURE 5. Surfaces were obtained by iteration in 5° increments
along both the Li-O-C bond angle (left) from 45° to 180° and the
Li-O-C-C dihedral angle (right) from 0° to 180°.


FIGURE 6. Structural representations of the global energy
minimum geometries obtained from potential energy surfaces of
the Lix-acetaldehyde (A) and Lix-enolate (B) systems.56


FIGURE 7. Gas-phase acidity (kcal/mol) analysis of the
acetaldehyde-Lix complex derived as the difference of the
acetaldehyde and enolate surfaces.56
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traditional model amounts to roughly 28.9 kcal/mol. At 0 K,


this value results in a roughly 20 unit greater shift in pKa with


π-directed coordination.


In addition, the discovery of the maximum acidity enhance-


ment occurring at a coordination geometry in which the elec-


trophile is heavily coordinated to the R-carbon is of note in


light of the PNS. The effect of this coordination appears to be


2-fold. First, a destabilizing interaction through backside C-H


coordination increases the lability of the proton. Notice that


the C-H bond in question is elongated, indicating a weaker


bond. Second, because the main contribution to the kinetic


barrier of carbon acid deprotonation is the buildup of nega-


tive charge on the R-carbon, coordination of an electrophile


directly toward that building charge would help to significantly


reduce ∆Gqint, which was suggested to be necessary by Gerlt


and Gassman.17


Of course, the nearly 29 kcal/mol difference in acidity


depending on the orientation of lithium coordination will be


diminished in a raised dielectric medium such as that present


in an enzyme active site. We have previously noted via anal-


ogy to studies of R-hydrogen acidity activation in water by


other Lewis acids that one would expect at least a 30-40%


attenuation of the effect upon solvation by water.60


D. Cyclic Equilibria. As a final vantage point on our pos-


tulate of increasing R-hydrogen acidity via electrophilic coor-


dination to the π-system of the carbonyl, consider Scheme 5.


This cyclic equilibrium shows coordination of a catalyst (E) to


an acid SH followed by deprotonation. The acidity of the


catalyst-acid complex (Ka(E:SH)) is found to be directly propor-


tional to the acidity of the acid (Ka(SH)) and the ratio of the


binding constants for the conjugate base (K2) to the acid (K1).


Therefore, weakening the binding of SH with increased bind-


ing of S- leads to increased acidity of SH. It is the ratio of


binding constants that is important. Therefore, our postulate


does not mean that hydrogen bonding or other kinds of elec-


trophilic coordination are intrinsically stronger when oriented


at the π-system. Instead, our theory simply means that there


is enhanced binding of the conjugate base relative to the acid


when the electrophile is orientated at the π-system relative to


being oriented at the lone pair electrons.61


IV. Summary and Outlook


Traditionally, interactions such as ion pairing, standard hydro-


gen bonding (not LBHBs), and dipole–dipole interactions have


been lumped together as Coulombic forces. However, this des-


ignation has led many to ignore the fact that whereas Cou-


lomb’s law is a one-dimensional function, nearly all of the


so-called Coulombic forces are inherently two- or three-dimen-


sional. Conventional descriptions of catalysis induced by elec-


trophilic coordination, not only carbon acid deprotonation but


any Lewis acid assisted transformation, tend to minimize the


effects of these extra dimensions. Through the research con-


ducted in our laboratories over the past decade, we have


shown that by taking those dimensions into account, a differ-


ent understanding of these processes can be achieved. Speak-


ing specifically of carbon acid deprotonation, our studies


suggest that for efficient electrophile-assisted catalysis or sta-


bilization to be achieved, the traditionally assumed direction-


ality of coordination to carbonyls is not optimal. For example,


lone pair directed hydrogen bonds were shown to be rather


ineffectual in the kinetic enhancement of this process, whereas


the thermodynamic favorability of π-system/R-carbon directed


coordination is clearly evident from our molecular recogni-


tion studies and our computational analysis.


From this evidence, we propose a complimentary theory


that, in the highly ordered environment of an enzyme active


site, the formation of structures that show π-oriented electro-


philic interactions enhance kinetic and thermodynamic stabi-


lization more than structures with lone pair oriented


interactions. Several of the enzymes we have discussed specif-


ically in this Account show a preorganized aptitude for forma-


tion of π-directed coordination complexes. It is important to


note that not all members of the acyl dehydrogenase (such as


FIGURE 8. (top) Front and side views of the optimum geometry for
lithium coordination to enhance the acidity of acetaldehyde.
(bottom) Analogous views of the enolate complex.54


SCHEME 5. Cyclic equilibria showing the relationship between
acidities and binding of carbonyl groups to electrophilic
catalysts (E)
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citrate synthetase)62 and enoyl-CoA (such as 4-chlorobenzoyl-


CoA dehydrogenase)63 super families, as well as others, have


obvious electrophilies in the position we are postulating is


beneficial. Presumably other mechanisms of activation are at


play, but this does not refute the potential benefit we put forth.


Future studies on this phenomenon must include an under-


standing of the kinetic effects of the orientation of electro-


philic coordination, and efforts are currently being pursued in


our laboratories to that end.
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C O N S P E C T U S


High-valenttransition metal-oxo species are active oxidizing species in many metal-catalyzed oxidation reactions in both Nature and
the laboratory. In homogeneous catalytic oxidations, a transition metal catalyst is oxidized to a metal-oxo species by a sacrificial


oxidant, and the activated transition metal-oxo intermediate oxidizes substrates. Mechanistic studies of these oxidizing species can pro-
vide insights for understanding commercially important catalytic oxidations and the oxidants in cytochrome P450 enzymes. In many cases,
however, the transition metal oxidants are so reactive that they do not accumulate to detectable levels in mixing experiments, which have
millisecond mixing times, and successful generation and direct spectroscopic characterization of these highly reactive transients remain a
considerable challenge. Our strategy for understanding homogeneous catalysis intermediates employs photochemical generation of the
transients with spectroscopic detection on time scales as short as nanoseconds and direct kinetic studies of their reactions with sub-
strates by laser flash photolysis (LFP) methods. This Account describes studies of high-valent manganese- and iron-oxo intermediates.
Irradiation of porphyrin-manganese(III) nitrates and chlorates or corrole-manganese(IV) chlorates resulted in homolytic cleavage of the
O-X bonds in the ligands, whereas irradiation of porphyrin-manganese(III) perchlorates resulted in heterolytic cleavage of O-Cl bonds
to give porphyrin-manganese(V)-oxo cations. Similar reactions of corrole- and porphyrin-iron(IV) complexes gave highly reactive tran-
sients that were tentatively identified as macrocyclic ligand-iron(V)-oxo species. Kinetic studies demonstrated high reactivity of the
manganese(V)-oxo species, and even higher reactivities of the putative iron(V)-oxo transients. For example, second-order rate con-
stants for oxidations of cis-cyclooctene at room temperature were 6 × 103 M-1 s-1 for a corrole-iron(V)-oxo species and 1.6 × 106


M-1 s-1 for the putative tetramesitylporphyrin-iron(V)-oxo perchlorate species. The latter rate constant is 25 000 times larger than
that for oxidation of cis-cyclooctene by iron(IV)-oxo perchlorate tetramesitylporphyrin radical cation, which is the thermodynamically
favored electronic isomer of the putative iron(V)-oxo species. The LFP-determined rate constants can be used to implicate the transient
oxidants in catalytic reactions under turnover conditions where high-valent species are not observable. Similarly, the observed reactivi-
ties of the putative porphyrin-iron(V)-oxo species might explain the unusually high reactivity of oxidants produced in the cytochrome
P450 enzymes, heme-thiolate enzymes that are capable of oxidizing unactivated carbon-hydrogen bonds in substrates so rapidly that
iron-oxo intermediates have not been detected under physiological conditions.


Introduction
Catalytic oxidation processes are key technologies


for chemical synthesis in the pharmaceutical and


petrochemicals industries, and transition metal


complexes are the central theme for a large num-


ber of homogeneous oxidation catalysts.1,2 Many


of these catalysts were designed to mimic the pre-


dominant oxidation catalysts in Nature, the cyto-


chrome P450 enzymes.3,4 Homogeneous


oxidation catalysts typically contain one of a vari-


468 ACCOUNTS OF CHEMICAL RESEARCH 468-477 March 2008 Vol. 41, No. 3 Published on the Web 02/16/2008 www.pubs.acs.org/acr
10.1021/ar700175k CCC: $40.75 © 2008 American Chemical Society







ety of transition metals, including iron, manganese, ruthenium,


chromium, rhodium, or osmium, in macrocyclic (porphyrins


and corroles)5–7 or “clamp”-like (salens)8 ligands, and the oxi-


dizing power is provided by sacrificial oxidants such as hydro-


gen peroxide or a peroxy acid.


In synthetic and natural catalysts, high-valent transition


metal-oxo transients are implicated as the active oxidizing


species.9 In some cases, metal-oxo species can be observed


spectroscopically by rapid mixing or by production of low-


reactivity analogues,10,11 but in many cases, the reactive


metal-oxo species does not accumulate to detectable quan-


tities, and the actual oxidizing species remains speculative. In


the case of the P450 enzymes, for example, the putative oxi-


dant is an iron(IV)-oxo porphyrin radical cation that has not


been observed under turnover conditions.12,13 The lack of


kinetic and mechanistic information complicates studies


of transition metal oxidation catalysts, and indeed, the nature


of the active oxidants in homogeneous processes typically is


inferred from product studies. The successful generation and


characterization of the reactive metal-oxo species provides


insight into chemical models of the enzyme-like oxidants and


ultimately should aid in catalyst development for selective oxi-


dation of organic substrates in industrial processes.


Recently, we developed laser flash photolysis (LFP)-induced


ligand cleavage reactions for production of high-valent tran-


sition metal-oxo derivatives.14–18 Unlike conventional chem-


ical oxidations performed with mixing methods that have a ca.


1 ms minimum lag time, the photochemical approach pro-


duces metal-oxo species essentially instantly, and direct


kinetic studies of fast reactions are relatively easy. In this


Account, we describe our progress in the development of pho-


tochemical methods that lead to generation of a variety of


high-valent metal-oxo species and kinetic studies of their oxi-


dation reactions in real time. We also demonstrate that com-


prehensive kinetic studies can provide mechanistic insight as


to the identities and reactivities of the active oxidants in the


catalytic processes.


The concept of photoinduced ligand cleavage reactions is


illustrated in Scheme 1. The precursor complexes have metal


in the n oxidation state and an oxygen-containing ligand. Pho-


tolysis can result in homolytic cleavage of the O-X bond in


the ligand to give an (n + 1) oxidation state metal-oxo spe-


cies or heterolytic cleavage of the O-X bond in the ligand to


give an (n + 2) oxidation state metal-oxo species. In prac-


tice, the metal-oxo species are monitored by UV–visible spec-


troscopy methods with temporal resolutions of <10 ns.


Kinetics are measured in real time in single-turnover experi-


ments using a large excess of reductants to achieve pseudo-


first-order kinetic conditions. Rate constants for reactions with


reductants are determined from kinetic measurements with


various concentrations of substrate; the second-order rate con-


stant is the slope of the line in a plot of kobs versus concen-


tration of substrate.


High-Valent Manganese(V)- and
Manganese(IV)-Oxo Porphyrin Complexes
Synthetic manganese porphyrin complexes were developed as


models for cytochrome P450 enzymes.1,5 Reactive porphy-


rin manganese(V)-oxo derivatives were proposed as the key


intermediates in catalytic processes for decades,19,20 but they


eluded detection until 1997 when Groves and co-workers


reported the synthesis of the first manganese(V)-oxo porphy-


rin complex.21 Subsequently, two additional examples of


manganese(V)-oxo porphyrins were reported.22,23 In contrast,


the well characterized manganese(IV)-oxo derivatives are less


reactive than manganese(V)-oxo species and unlikely to be


the active oxidants in manganese porphyrin-catalyzed


oxidations.24–26 Our initial LFP studies focused on the photo-


chemistry of manganese complexes, in large part due to early


reports by Suslick and co-workers.27 Porphyrin-manganese(III)


nitrates were reported to give porphyrin-manganese(IV)-oxo


species with continuous irradiation,28 and irradiation of


porphyrin-manganese(III) perchlorates or periodates in the


presence of organic compounds gave oxidized substrates, pre-


sumably via manganese(V)-oxo species.29 We were able to


produce both porphyrin-manganese(IV)-oxo species and


porphyrin-manganese(V)-oxo species as a function of the


identity of the ligand,14,15 as summarized in Scheme 2.


We employed three porphyrin-manganese systems that


encompass the range of reactivities of these intermediates as


controlled by the electron demands of the macrocycle ligand.


Reactions of chlorides 1 with silver salts gave nitrate (2), chlor-


ate (3), or perchlorate (4) complexes. Photolyses of nitrate com-


plexes 3 with 355 nm light gave porphyrin-manganese(IV)-oxo


species 5 by homolytic cleavage of the ligand O-N bond in the


ligand as expected.28 Photolyses of the chlorate complexes 3
also gave oxo species 5 in a much more efficient photoreac-


SCHEME 1. Photoinduced Ligand Cleavage Reactions for
Production of High-Valent Transition Metal-Oxo Species
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tion.15 The identities of porphyrin-manganese(IV)-oxo species


5 from LFP were confirmed by preparing the same species by


chemical oxidation.


Photolysis of perchlorate complexes 4 with 355 nm light


gave distinctly different species than those from 2 and 3, and


we characterized these transients as porphyrin-man-


ganese(V)-oxo derivatives 6. Transients 6 were much more


reactive than species 5 in self-decay reactions and in reac-


tions with organic substrates. An important point for the iden-


tification of the intermediates 6 was that they could be formed


by chemical oxidations of 1, albeit as short-lived species or as


mixtures with the manganese(IV)-oxo species.21 The forma-


tion of 6c by chemical oxidation is especially noteworthy


because the transient is so highly reactive in neat CH3CN (0.7


ms lifetime) that it cannot be detected in mixing experiments.


Somewhat surprisingly, 6c was nearly 3 orders of magnitude


less reactive in a mixture of water-acetonitrile.15


The ability to measure kinetics readily is a significant


advantage for formation of the high-valent metal-oxo spe-


cies by LFP methods instead of mixing methods, and we were


able to measure rate constants for reactions of porphyrin-
manganese(V)-oxo species 6 with variety of substrates.15 The


reactivities in the series of transients 6 are consistent with


expectations based on the electrophilic nature of high-valent


metal-oxo complexes.30 For any substrate, the reactivity


order was 6c > 6b > 6a. That is, the transient with the most


electron demand by the porphyrin macrocycle (6c) was most


reactive, and the transient with the least electron demand (6a)


was least reactive. Representative rate constants for reactions


of oxo species 6c at ambient temperature in CH3CN solvent


are kox ) 6 × 105 M-1 s-1 for reaction with cis-stilbene and


kox ) 1.3 × 105 M-1 s-1 for reaction with ethylbenzene.


Rate constants for reactions of porphyrin-manganese-


(IV)-oxo species 5 also could be measured, but the mechanisms


of these reactions were complex.15 For example, the reactions


were effectively second-order in transient 5, suggesting that 5


reacted in a disproportionation fashion to give 6 and a


porphyrin-manganese(III) species (7) and that transient 6 was


the actual oxidant in the reactions (Scheme 3). This conclusion


was supported by the observation that the reactivity pattern for


species 5 with any organic reductant evaluated was inverted


from expectations based on electron demand from the macro-


cycle with 5a being most reactive and 5c least.30 In Scheme 3,


the equilibrium constant for formation of 6c from 5c was the


least favorable (Kdis ) 0.002), resulting in a small concentration


of 6c and slow overall reaction.15 The observable metal(IV)-oxo


species gives the true oxidant, the manganese(V)-oxo species,


which is present in undetectably low concentrations. With a


larger equilibrium constant for disproportionation, however, Kdis


) 3.0 for 5a, the higher-valence 6a was formed at appreciable


concentrations in the first millisecond of the reactions and was


detected. Fast disproportionation reactions of 5 were indicated by


the second-order rate constants for disproportionation (k ) 3 ×
109 M-1 s-1 for 5a and k ) 1 × 106 M-1 s-1 for 5c).


High-Valent Manganese(V)-Oxo Corrole
Complexes
Due to the progress in the synthesis of 19-membered macro-


cyclic triarylcorroles,31,32 metallocorrole complexes attracted


increased attention.6,7 Corrole ligands are trianionic, as


opposed to dianionic porphyrin ligands, and corrole-
metal-oxo species are inherently more stable than the


porphyrin-metal-oxo analogues. Metallocorroles are less


robust than metalloporphyrins because the π-system of the


corrole is more electron-rich and prone to oxidative degrada-


tion.7 The first isolated and characterized corrole metal-oxo


species was the relatively stable manganese(V)-oxo corrole


produced by oxidation of the manganese(III) salt with chem-


ical oxidants.33


Following LFP strategies similar to those described above,


photoinduced ligand cleavage reactions producing cor-


role-manganese(V)-oxo species were achieved (Scheme 4).16


One-electron oxidations34 of corrole-manganese(III) salts (8)


gave corrole-manganese(IV) chlorides (9) that reacted by


ligand exchange with AgClO3 to give the chlorate complexes


10. As expected, laser photolysis of species 10 with 355 nm


light resulted in homolytic cleavage of the ligand O-Cl bond


to give corrole-manganese(V)-oxo species 11, which had the


same UV–visible spectra as the species formed by chemical


oxidations.16


Kinetic studies of photogenerated species 11 showed that


reactions of (Cor)MnV(O) are mechanistically complex. Most of


the results could be explained by either of two models. In self-


decay reactions and in reactions with substrates, the observed


SCHEME 2. Photochemcial Formation of Porphyrin
Manganese-Oxo Intermediates
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order of reactivity of (Cor)MnV(O) was 11a (TPC) > 11b
(BPFMC) > 11c (TPFC), which is inverted from that expected


based on the electron demand of the ligands.30 This suggests


that the predominant oxidants in these systems could be


corrole-manganese(VI)-oxo species formed by dispropor-


tionation but at concentrations too small for detection.33


Importantly, however, the rate constants for oxidations by spe-


cies 11 were inversely dependent on the concentration of the


oxo species; specifically, they were partial order in oxo spe-


cies 11, with the effect that the oxidation reactions were slow


for high concentrations of 11. In fact, addition of any


corrole-manganese species reduced the rate constants for


oxidations by 11. An alternative mechanistic hypothesis is that


oxo species 11 is the actual oxidant, but it can complex with


another molecule of 11 or another manganese species to pro-


duce a nonreactive, sequestered form of the oxidant (Scheme


5). Equilibrium dissociation of the sequestered complexes


would result in partial kinetic order, as observed experimen-


tally.16


Highly Reactive High-Valent Iron-Oxo
Corrole Complexes
Among high-valent metal-oxo species, iron-oxo complexes


have received particular interest because iron is the metal in


a variety of oxidative enzymes in nature, including heme iron,


nonheme iron, and diiron assemblies.3,11,35–38 Indeed, a


recent issue of Accounts of Chemical Research was dedicated


to this subject.39 The readily accessible high oxidation state of


iron is +4, and heme and nonheme iron(IV)-oxo species are


well-known.11,40 High-valent iron(IV)-oxo porphyrin radical


cations in heme-containing peroxidase and catalase enzymes


(often termed compound I)35 and in models10 have been char-


acterized as the active oxidizing intermediates in catalytic


cycles. Species with more highly oxidized iron such as nitri-


doiron(V) porphyrins are known,41,42 and a recent paper by


Collins et al. reported spectroscopic evidence for an oxoiron(V)


complex supported by a tetraanionic ligand with unprece-


dented reactivity.43 An octahedral coordination complex of


iron(VI) also was reported recently.44


An important extension of our LFP-induced ligand cleav-


age reactions was production of a highly reactive high-va-


lent iron-oxo transient that was tentatively assigned as a


corrole-iron-oxo complex.17 Iron(III) complexes are sub-


ject to photoreduction reactions that cleave a ligand–metal


bond homolytically to give an iron(II) species,27 but the pho-


tochemistry of iron(IV) complexes presents a reaction man-


ifold similar to that of the manganese(IV) systems. The


corrole-iron(IV) chlorate 13 is a metastable species pre-


pared by ligand exchange from the corresponding chlo-


ride (12). Photolysis of 13 gave a transient with a strong,


sharp Soret absorbance, which, in view of its high reactiv-


ity and by analogy to the reactions of corrole-man-


ganese species, was tentatively described as the


corrole-iron(V)-oxo species 14 (Scheme 6). The same spe-


cies apparently also was generated as a short-lived tran-


sient when the neutral corrole iron(III) complex 15 was


mixed with 5 equiv of m-chloroperoxybenzoic acid (mCPBA)


at -130 °C in butyronitrile solution, and further character-


ization by various spectroscopies will support or refute the


assignment of an iron(V)-oxo structure.45


SCHEME 3. Disproportionation of Manganese(IV)-Oxo Species


SCHEME 4. Photochemical Formation of
Corrole-Manganese(V)-Oxo Intermediates


SCHEME 5. Proposed Model for Oxidations of
Corrole-Manganese(V)-Oxo Intermediates
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The high-energy iron(V)-oxo species 14 might isomer-


ize to a more stable iron(IV)-oxo corrole radical cation (16)


by internal electron transfer,46 but isomerization of 14 to


16 apparently has a significant energy barrier such that 14
reacts with organic reductants faster than it isomerizes, and


recent computational results support the existence of


iron(V)-oxo species with corrole or corrolazine ligands.47


The high-valent corrole-iron-oxo is remarkably reactive;


for example, oxo species 14 reacts with ethylbenzene with


a rate constant of 160 M-1 s-1, which is 6 –7 orders of


magnitude greater than that expected for reaction of an


iron(IV)-oxo corrole radical cation.17


Highly Reactive High-Valent Iron-Oxo
Porphyrin Complexes
By extension of the LFP studies to a porphyrin-iron complex,


an apparent iron-oxo species with unprecedented high reac-


tivity was prepared photochemically.18 From studies with


corrole-iron species, we learned that photolysis of


porphyrin-iron complexes with the metal in +4 oxidation


state might result in cleavage of an O-X bond in an oxygen-


bound ligand to give iron-oxo species. Oxidation of tet-


ramesitylporphyrin-iron(III) perchlorate (17) with Fe(ClO4)3 in


CH3CN gave short-lived (TMP)FeIV diperchlorate (18, Scheme


7), which was characterized by UV–visible, electron paramag-


netic resonance, and NMR spectroscopies, as well as magnetic


susceptibility measurements. Species 18 relaxed by internal


electron transfer within ca. 10 s at ambient temperature to


give the known iron(III) porphyrin radical cation (19). Photoly-


ses of the first-formed intermediate 18 with 355 nm laser


afforded a highly reactive transient (20) with strong, sharp


Soret bands and a UV–visible spectrum unlike that of any


known 5,10,15,20-tetramesitylporphyrinatoiron derivative.


Transient oxo species 20 was remarkably reactive; represen-


tative rate constants for reaction of 20 at ambient tempera-


ture in CH3CN are kox ) 2.0 × 106 M-1 s-1 for cis-stilbene


and kox ) 1.5 × 105 M-1 s-1 for ethylbenzene.18


Transient 20 appears to be a member of a new class of


porphyrin-iron-oxo derivatives as deduced by its unique


UV–visible spectrum and its very high reactivity. This species


SCHEME 6. Photochemical Formation of Corrole-Iron(V)-Oxo Intermediate


SCHEME 7. Photochemcial Formation of a Highly Reactive Porphyrin-Iron-Oxo Intermediate
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reacts with typical organic substrates about 5 orders of mag-


nitude faster than the iron(IV)-oxo radical cation analogue


(21), suggesting that 20 cannot be a simple ligand-exchanged


derivative of 21. We speculate that 20 is an isomer of 21,


however, possibly one best described as an iron(V)-oxo spe-


cies. Electronic excited states of porphyrin-metal complexes


relax on the picosecond time scale, and a porphyrin-
iron(V)-oxo species that existed in the millisecond time frame


requires a high barrier for internal electron transfer from the


porphyrin to the metal. Such a barrier that could “trap” the


iron(V)-oxo species might result from a large degree of struc-


ture reorganization or atomic motions. Further spectroscopic


characterization of this species will be necessary to provide a


better understanding of its structure.


Reactivity Comparison between
Metal-Oxo Species and Implications for
P450 Enzymes
Our photochemical entries to high-valent metal-oxo species


permit a wide variety of kinetic studies that were not possi-


ble previously. Table 1 contains some representative rate con-


stants for comparisons of the reactivities of various metal-oxo


species where the macrocyclic ligands are similar, either por-


phyrins or corroles. Table 1 also includes the rate constants of


iron(IV) porphyrin radical cation (compound I analogues) that


were obtained from more conventional kinetic studies.48–50


Porphyrin manganese(V)-oxo derivatives are in the same


formal oxidation state as the iron(IV)-oxo porphyrin radical


cation. When produced in CH3CN, 5,10,15,20-tetrakis-


(pentafluorophenyl)porphyrin-manganese(V)-oxo cation (6c)


with a weak-binding counterion, either perchlorate or chlor-


ate, reacts more than 3 orders of magnitude faster than the


iron(IV)-oxo porphyrin radical cation. In the related corrole


system, however, the iron(V)-oxo 15 is about 3 orders mag-


nitude more reactive than the analogous corrole man-


ganese(V)-oxo species. Moreover, this neutral corrole


transient is at least 10 times more reactive than the positively


charged iron(IV)-oxo porphyrin radical cation, although cor-


role metal-oxo complexes should be inherently much less


reactive than the analogous porphyrin complexes.7 Similarly,


the high reactivity of transient 20 is apparent by comparison


of its rate constants to those for the compound I derivatives,


and it reacts 4–5 orders of magnitude faster than the isomeric


species (TMP+.)FeIV(O)(ClO4) (21) and its chloride analogue.


The high reactivity of the apparent iron(V)-oxo transients


15 and 20 relative to the compound I analogues might be


important for understanding the oxidation reactions of cyto-


chrome P450 enzymes. In biological systems, compounds I


are formed in peroxidase and catalase enzymes by reaction


of the resting enzyme with hydrogen peroxide.51 P450


enzymes are activated by a different sequence where the


equivalent of hydrogen peroxide is formed in the presence of


bound substrate by iron reduction, oxygen binding, a second


reduction, and two protonation steps. The active oxidant in


P450 enzymes under turnover conditions has not been


detected, but by extension from other heme-containing


enzymes, it is usually assumed to be a compound I


species.12,13 The P450 enzymes contain a thiolate from cys-


teine as the fifth ligand to iron, and this thiolate is proposed


to activate the compound I species strongly.35 In a recent


study, however, we found that the compound I derivative from


chloroperoxidase (CPO), a heme-thiolate enzyme that gives


an observable compound I derivative, oxidized ethylbenzene


with a rate constant of k ≈ 960 M-1 s-1 and displayed no


detectable reaction with lauric acid.49 These kinetic results are


not consistent with the oxidant in P450 enzymes being a com-


pound I derivative because the active oxidant in P450


enzymes is so reactive that it does not accumulate to detect-


able levels. For example, low-temperature studies with cyto-


chrome P450cam indicate that the active oxidant hydroxylates


the unactivated C-H bond at the 5-position of camphor faster


than it is formed.52 Extrapolation of the low-temperature


results suggests that the decay of the precursor to the active


oxidant would have a rate constant at ambient temperature of


k ≈ 1000 s-1. Thus, the transient in P450cam reacts with the


unactivated C-H bond in camphor with a smaller barrier than


TABLE 1. Rate Constants for Reactions of Metal-Oxo Speciesa


metal-oxo species cis-stilbene cis-cyclooctene ethylbenzene


Porphyrin-Metal(IV)-Oxo Derivatives
(TPP)MnIV(O) (5a)b 1.2 × 103


(TPFPP)MnIV(O) (5c)b 2.4 × 102


(TPFPP)FeIV(O)b,c 2.1 × 10-2 1.8 × 10-2


Corrole-Metal(V)-Oxo Derivatives
(TPFC)MnV(O) (11c) 9 4
(TPFC)FeV(O) (15) 6.0 × 103 5.7 × 102


Iron(IV)-Oxo Porphyrin Radical Cations
(TMP+•)FeIV(O)ClO4 (21)d 90 62 1.6
(TMP+•)FeIV(O)Cld 320 290 4.5
(TPFPP+•)FeIV(O)ClO4


d 187 116 6.2
CPO compound Ie f 9.6 × 102


Porphyrin-Metal(V)-Oxo Derivatives
[(TPP)MnV(O)]+ (6a) 1.1 × 104 <2.0 × 103


[(TPFPP)MnV(O)]+ (6c) 6 × 105 5.8 × 105 1.3 × 105


(TMP)FeV(O)ClO4 (20) 2.0 × 106 1.6 × 106 1.2 × 105


a Second-order rate constants in units of M-1 s-1 for reactions at 22 ( 2 °C in
CH3CN, unless otherwise specified. Kinetics obtained from refs 14–18. b An
apparent second-order rate constant is observed from reaction of the
equilibrium population of (Porph)(metal)V(O). c From ref 50. d The compound I
analogues were prepared by mCPBA oxidation of the corresponding
(TMP)FeIII(ClO4) and (TMP)FeIII(Cl) salts, respectively, from ref 48. e The CPO
compound I derivative was prepared by peroxyacetic acid oxidation of CPO in
buffered solution (pH ) 4.8), see ref 49. f Not detected.
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for reaction of CPO compound I with the activated C-H bond


of ethylbenzene.


In a similar manner, iron(IV)-oxo porphyrin radical cation


species are thought to be the active oxidizing species in sys-


tems that employ porphyrin-iron(III) salts as catalysts with ter-


minal oxidants such as m-chloroperoxybenzoic acid or


iodosobenzene.53 Unactivated C-H bonds in hydrocarbons


can be oxidized under turnover conditions, but isolated


iron(IV)-oxo radical cations do not exhibit adequate reactiv-


ity for hydrocarbon oxidation reactions.48,54 For example,


compound I analogues oxidize benzylic C-H bonds sluggishly


(Table 1). It is noteworthy for iron(IV)-oxo porphyrin radical


cations that the kinetic effects of changing electron demand


in the aryl groups of the porphyrin or the identity of the coun-


terion are minor.48 Thus, the high reactivity obvious under


turnover apparently requires a profoundly different nature of


the oxidants.


The dichotomy between the observed small rate constants


for oxidation reactions effected by iron(IV)-oxo porphyrin rad-


ical cations and the very fast oxidation reactions of


porphyrin-iron catalysts and P450 enzymes was noted pre-


viously, and alternate oxidants to compound I species were


discussed.55,56 It is possible that the active oxidant in P450


enzymes is not a compound I species but an iron(V)-oxo tran-


sient similar to those we formed photochemically.18 The thi-


olate axial ligand in the P450 enzyme might further activate


an iron(V)-oxo species by 2–3 orders of magnitude, similar


in magnitude to the effect of the thiolate ligand in CPO com-


pound I reactions.49 Heterolytic cleavage of an O-X bond in


a precursor complex could produce a high-energy iron(V)-oxo


species that reacts with bound substrate faster than it isomer-


izes to a more stable compound I derivative.46 In this model,


internal electron transfer might occur when reactive substrates


are not present or as side reaction.


The Reactive Oxidants in Homogeneous
Oxidation Catalysis
One objective of our studies is to identify the oxidants dur-


ing catalytic turnover conditions with transition metal cata-


lysts. Identifying the kinetically competent oxidants could lead


to better control of the catalytic oxidation reactions, especially


in terms of selectivities. In a typical catalytic reaction, how-


ever, the concentrations of active oxidants do not build


up to detectable concentrations. Moreover, as our studies


of porphyrin-manganese(IV)-oxo species 5,15 corrole-
manganese(V)-oxo species 11,16 and porphyrin-iron(IV)-oxo


species50 indicate, a high-valent metal-oxo species detected in


a reaction might not be the true oxidant in the system.


One method to test the identity of the oxidants under turn-


over conditions is to compare the selectivity found in compet-


itive oxidation reactions (one oxidant presented with two


reductants) to the ratio of absolute rate constants found in


direct kinetic studies of the same reductants. If the ratio of


products in the competitive oxidation reaction is the same as


the ratio of absolute rate constants, then one can infer that the


same oxo species is active under catalytic and single-turn-


over conditions. For example, the ratio of rate constants for


reaction of porphyrin-manganese(V)-oxo species 6c and 6b
with organic substrates is similar to the ratio of products found


in competitive catalytic oxidations (Table 2).15 Differences in


inherent reactivities of the reductants obviously influence the


ratio of products, but the close match between the ratios of


absolute rate constants and the ratios of products from the


competition experiment strongly suggests that species 6c and


6b were the active oxidants in the catalytic oxidation reac-


tions, even though they could not be detected during the


reactions.


The situation with iron-oxo species is quite different. Table


2 also lists some results18,48 from competition studies with


iron catalysts and the ratios of absolute rate constants for reac-


tions of the same substrates with the putative


tetramesityliron(V)-oxo transient 20 and its compound I ana-


logue 21. One concludes that a compound I derivative is


unlikely to be the sole active oxidant under turnover condi-


tions with the tetramesitylporphyrin system. The ratios of rate


TABLE 2. Comparison of Competition Catalytic Oxidations with
Ratios of Absolute Rate Constants


substratesa oxidant method krel
b


Manganese-Oxo Oxidations
cis-stilbene/Ph2CH2 (TPFPP)MnV(O), 6c LFP kinetic ratio 4.7


(TPFPP)MnIIICl /PhIO competition 4.6
(TPFPP)MnIIICl /mCPBA competition 6.5


PhEt/PhEt-d10 (TPFPP)MnV(O), 6c LFP kinetic ratio 2.3
(TPFPP)MnIIICl /PhIO competition 2.1
(TPFPP)MnIIICl /mCPBA competition 2.6


cis-stilbene/Ph2CH2 (TMPyP)MnV(O), 6b LFP kinetic ratio 7.5
(TMPyP)MnIIICl/mCPBA competition 8.8


Iron-Oxo Oxidations
cis-stilbene/Ph2CH2 (TMP)FeV(O)ClO4, 20 LFP kinetic ratio 13


(TMP+•)FeIV(O)ClO4, 21c kinetic ratio 69
(TMP)FeIIIClO4 /mCPBA competition 22


cis-stilbene/PhEt (TMP)FeV(O)(ClO4), 20 LFP kinetic ratio 17
(TMP+•)FeIV(O)ClO4, 21c kinetic ratio 56
(TMP)FeIIIClO4 /mCPBA competition 18


cis-cyclooctene/
trans-stilbene


(TMP)FeV(O)ClO4, 20 LFP kinetic ratio 1.0


(TMP+•)FeIV(O)ClO4, 21c kinetic ratio 18
(TMP)FeIIIClO4/PhIO competition 3.7


a The more rapidly reacting substrate is listed first. b Relative ratios of absolute
rate constants from LFP results with photogenerated metal-oxo species or
from kinetic results with chemically formed compound I derivatives, or
product ratios from competitive oxidations with metalloporphyrin catalysts at
ambient temperature in CH3CN solvent (refs 15 and 18). c From ref 48.


LFP Generation of High-Valent Transition Metal-Oxo Species Zhang and Newcomb


474 ACCOUNTS OF CHEMICAL RESEARCH 468-477 March 2008 Vol. 41, No. 3







constants for oxidations by the compound I analogue 21 are


larger than the observed product ratios from competition stud-


ies, suggesting that the compound I analogue is less reactive


(higher selectivity) than the species formed in the catalytic


reactions. For transient 20, however, the ratios of absolute rate


constants are similar to or even slightly smaller than the


observed ratios of products. It appears possible that transient


20 was the major, but possibly not the only, active oxidant


under turnover conditions.


The interesting possibility thus exists that Scheme 8 might


describe catalytic oxidation reactions under turnover condi-


tions. Reaction of the porphyrin-iron(III) salt with the sacrifi-


cial oxidant might give a porphyrin-iron(V)-oxo species that


is the major oxidant of substrate. In a slow competing pro-


cess, the porphyrin-iron(V)-oxo species might relax to a


compound I derivative that also serves as an oxidant. When


reactive substrates were not present, compound I derivatives


might be the only observable products because the


porphyrin-iron(V)-oxo species are too short-lived and do not


accumulate to detectable concentrations.


If this reaction model is reasonable, then it is possible that


catalytic oxidations could involve two active oxidants that


have different reactivities and selectivities in, for example,


competition reactions. Thus, the results in Table 2 are consis-


tent with a multiple oxidant model. Much evidence has accu-


mulated in recent years that multiple oxidants can be involved


in oxidations by ligand–metal catalysts under turnover con-


ditions, although the identities of the multiple oxidants are


speculative points.57–60 We suggest that the model in Scheme


8 presents a possible explanation for such results when


ligand-iron catalysts are employed.


Concluding Remarks
In this Account, we show that the photoinduced ligand cleav-


age method is a powerful technique for production of high-


valent metal-oxo complexes. The inherent good temporal


resolution of laser flash photolysis methods permits the pro-


duction, spectral characterization, and kinetic studies of reac-


tive intermediates that cannot be observed by chemical


oxidations in mixing experiments. Previously unknown high-


valent iron-oxo species, possibly iron(V)-oxo derivatives,


apparently already have been produced by photoinduced


ligand cleavage reactions. Further characterizations of these


new transients and related species will be necessary to pro-


vide important structural information, but the assignment as


iron(V)-oxo species seems to be most consistent with spec-


troscopic and kinetic results obtained thus far. The results from


kinetic studies in real time permits comparison of reactivities


of various metal-oxo species, providing important informa-


tion for understanding the transients for the high energy


demanding oxidations of hydrocarbons catalyzed by cyto-


chrome P450 enzymes. It is noteworthy that the putative


porphyrin-iron(V)-oxo transient18 displayed the appropri-


ate level of reactivity for the oxidant in a catalytic process


under turnover conditions, and the kinetic results suggest that


iron(V)-oxo species might be the oxidants in cytochrome


P450 enzymes.
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C O N S P E C T U S


A wide range of metal, magnetic, semiconductor, and polymer nanoparticles with tunable sizes and properties can be
synthesized by wet-chemical techniques. Magnetic nanoparticles are particularly attractive because their inherent super-


paramagnetic properties make them desirable for medical imaging, magnetic field assisted transport, and separations and
analyses. With such applications on the horizon, synthetic routes for quickly and reliably rendering magnetic nanoparticle
surfaces chemically functional have become an increasingly important focus. This Account describes common synthetic routes
for making and functionalizing magnetic nanoparticles and discusses initial applications in magnetic field induced separations.


The most widely studied magnetic nanoparticles are iron oxide (Fe2O3 and Fe3O4), cobalt ferrite (CoFe2O4), iron plati-
num (FePt), and manganese ferrite (MnFe2O4), although others have been investigated. Magnetic nanoparticles are typi-
cally prepared under either high-temperature organic phase or aqueous conditions, producing particles with surfaces that
are stabilized by attached surfactants or associated ions. Although it requires more specialized glassware, high-tempera-
ture routes are generally preferred when a high degree of stability and low particle size dispersity is desired.


Particles can be further modified with a secondary metal or polymer to create core–shell structures. The outer shells func-
tion as protective layers for the inner metal cores and alter the surface chemistry to enable postsynthetic modification of
the surfactant chemistry. Efforts by our group as well as others have centered on pathways to yield nanoparticles with sur-
faces that are both easily functionalized and tunable in terms of the number and variety of attached species. Ligand place-
exchange reactions have been shown quite successful for exchanging silanes, acids, thiols, and dopamine ligands onto the
surfaces of some magnetic particles. Poly(ethylene oxide)-modified phospholipids can be inserted into nonpolar surface mono-
layers of as-prepared nanoparticles as a method for modifying the surface chemistry that induces water solubility. In gen-
eral, reactive termini can subsequently be used to append a range of chemical groups. For example, surfactants with
trifluoroethylester or azide termini have been used to attach a range of amine- or alkyne-containing species, respectively.


Chemically functionalized magnetic nanoparticles are promising as advanced materials for analytical separations and anal-
ysis. Magnetic field flow fractionation leverages the size-dependent magnetic moments to purify and separate the compo-
nents of a complex mixture of particles. Similarly, magnetic field gradients are useful for manipulating transport and
separation in simple microfluidic devices. By either approach, magnet-induced transport of the particles is a simple method
in which an attached reagent, catalyst, or bioanalytical tag can be moved between flow streams within a lab on a chip device.
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Introduction
The intrinsic interaction of magnetic nanoparticles with applied


magnetic field gradients makes these particles attractive for


directing transport and separation of attached material that


can range in size from molecules to cells.1 This approach is a


powerful way with which to interact with matter at the nanos-


cale that is complementary to optical methods employing


nanoscale noble metal2,3 and semiconductor particles.4 As a


result, magnetic nanoparticles have garnered widespread


attention in recent years to develop and understand synthetic


means to control their size, magnetic behavior, and chemical


reactivity.5–8 Simultaneously tuning surface chemistry and phys-


ical properties enables preparation of functional magnetic nano-


particles that can be vehicles to manipulate, track, and deliver


attached cargo. Varied applications in biomedicine9–11 and mag-


netic field assisted separations and analyses12–16 are envisioned


for nanoscale magnets. Extension of the chemistries used to


impart surface functionality will give rise to multifunctional mag-


netic probes and open up new opportunities to perform a wide


range of operations using the same particle. Conversely, the size-


and composition-dependent magnetic moments17 hold the


potential to be exploited in the development of magnetic-based


separation devices. A host of other applications, such as hyper-


thermia treatment for malignant cells18 and magnetic resonance


imaging (MRI) contrast agents,19,20 stand to benefit from the


unique properties observed in nanoscale magnets.


With recent advancements in synthetic methods has come


the ability to easily prepare a wide range of magnetic nano-


particles that are highly crystalline and uniform in size.21–27


Stabilization of the particles is necessary to induce solubility


while preventing agglomeration and, similar to Ag or Au nano-


particles, can be either electrostatic or steric in nature.28,29 While


aqueous methods for magnetic nanoparticles provide electro-


static stabilization of particles, we typically avoid employing these


because they often yield particle samples with poor shape and


size control and because slight changes in ionic strength or pH


can result in precipitation.30,31 Our interest in bottom-up assem-


bly of nanometer scale materials has led us to adopt high-tem-


perature synthetic methods21–27 to investigate and explore the


characterization, functionalization, and field-assisted transport of


magnetic nanoparticles. Applications requiring tunable surface


chemistry and magnetism directly benefit from these studies.


This Account describes some of the chemistries that we and oth-


ers have used to make functional nanomagnets and then dis-


cusses recent investigations of magnetic field assisted transport


of these particles.


Nanoparticle Synthesis
Common high-temperature synthetic methods utilize thermal


decomposition21–27 of metal precursors in the presence of a


stabilizing ligand to yield metal nanoparticles ranging in diam-


eter from approximately 3 to 15 nm. The transmission elec-


tron microscope (TEM) images in Figure 1 demonstrate the


range of sizes and types of materials that are made using the


routes shown in Scheme 1. Typical metal precursors include


carbonyl21 and acetylacetonate (acac)25 complexes (e.g.,


Fe(CO)5, Co(acac)2, and Fe(acac)3), and the ligands are gener-


ally long chain carboxylic acids, amines, or both (e.g., oleic


acid and oleylamine). These surfactants are required both to


mediate growth during the reaction and to prevent agglom-


eration of the particles. Shorter chain lengths are sometimes


employed to facilitate postsynthetic surface modification,32 but


generally chains with at least six carbons are necessary to pro-


vide sufficient stabilization.24,25,32 Magnetic nanoparticle syn-


thesis and modification is a vigorously studied field that


continues to rapidly expand; the key papers described in this


FIGURE 1. TEM images of (A) Au, (B) Fe2O3, (C) FePt, (D) CoFe2O4,
(E) MnFe2O4, and (F) Fe2O3(aq) nanoparticles. Scale bars are 100
nm.
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Account are representative of a much larger and growing


body of work.


Modifications of the reaction parameters serve as a sim-


ple way to tune particle size, shape, and therefore magnetic


properties of the nanoparticles. Magnetic moment is intrinsi-


cally related to composition: incorporation of Co2+ into an iron


oxide matrix (i.e., CoFe2O4) significantly enhances the mag-


netic anisotropy relative to an iron oxide nanoparticle of


equivalent size; conversely, insertion of Mn2+ (i.e., MnFe2O4)


decreases the anisotropy.33 Boiling point (Tb) of the solvent,


molar ratio of metal to ligand, and reaction time further affect


size and morphology. For example, when CoFe2O4 particles


are synthesized, changing the solvent from phenyl ether (Tb ≈
265 °C, 30 min) to benzyl ether (Tb ≈ 298 °C, 2 h) yields a 7


nm increase in size.25 It has been shown during the synthe-


sis of MnFe2O4 nanoparticles that a surfactant to Fe ratio


smaller than 3:1 yields spherical particles while increasing the


ratio to 3:1 results in the synthesis of cubic shapes.34 These


illustrate that exerting control can be accomplished by judi-


cious choice of reaction parameters.


Over the past decade, a wide range of magnetic nanopar-


ticle compositions and structures has been demonstrated, such


as the examples shown in the TEM images in Figure 1. The


most common of these materials are the iron oxides (Fe2O3


and Fe3O4), known for their high magnetic moments and bio-


logical compatibility, and their corresponding ferrites (e.g.,


MnFe2O4 and CoFe2O4). Metals and alloys such as Mn3O4,35


Fe,24 Co,36 Ni,37 FePt,22 and FePd38 are less commonly


employed, in part because of their rapid oxidation in air or


potential for cytotoxicity. Unlike the more well-known mono-


layer-protected Au clusters,2,3 the preparation methods for


magnetic nanoparticles do not tolerate the presence of reac-


tive termini on the stabilizing ligands (i.e., -Br, -SH, etc.), either


because of thermal instability or because of bonding of the


transition metals to the ligands. Therefore the synthesis of


magnetic nanoparticles in the presence of functional groups


has been largely unsuccessful. As a result, the as-prepared par-


ticles often must undergo further modifications and postsyn-


thetic reactions to render them chemically functional.


Core–Shell Particles. An alternate method of particle


preparation involves passivation of the magnetic nanopar-


ticles by a secondary metal or polymer. Silica shells have been


grown on magnetic nanoparticles to provide a surface that is


easily modified with silanes.39–41 Coating particles with a layer


of Au is also highly desirable because of its known reactivity


toward sulfur-containing ligands. In both cases, encapsulat-


ing particles in an inert shell is thought to provide a protec-


tive barrier layer against oxidation or reaction with solution


species. Our group demonstrated a facile approach to encap-


sulate a metal oxide core with Au; γ-Fe2O3 nanoparticles pre-


pared by the coprecipitation of Fe salts were used as seeds to


nucleate the growth of Au under mildly reducing conditions


(scheme in Figure 2A).42 By addition of sequential aliquots of


HAuCl4 and hydroxylamine in the presence of Fe2O3 parti-


cles, a shell of Au of increasing thickness was deposited on the


magnetic particles. This was further evidenced by the growth


of a peak in the visible absorption spectrum (Figure 2B) that


is associated with the plasmon band for Au. Superconduct-


ing quantum interference device (SQUID) magnetometry (Fig-


ure 2C) revealed that these particles retained the magnetic


properties of the Fe2O3. These particles are therefore compos-


ite nanomaterials with magnetic cores and a Au surface that


enables further chemical functionalization.


Characterization
Magnetic Properties. As ferro- or ferrimagnetic materials


decrease in size to the nanometer regime, these change from


multidomain to single domain structures, and therefore, super-


paramagnetic behavior is observed.43 At room temperature,


superparamagnetic materials have no net magnetization and


the spins are randomly aligned. These thus act similarly to


nonmagnetic nanoparticles. However, exposure to a magnetic


field causes the spins in superparamagnetic particles to spon-


taneously align, magnetizing the particles. When the applied


magnetic field is removed, thermal fluctuations result in the


complete loss of magnetization. This behavior is highly


dependent on temperature, and if the temperature is suffi-


ciently low, thermal fluctuations are not significant enough to


randomize the magnetic spins. The temperature at and below


which a superparamagnetic particle is permanently magne-


tized is termed the blocking temperature and is important in


the characterization of magnetic nanoparticles. SQUID mag-


SCHEME 1. Synthesis or Iron Oxide Nanoparticles


Functional Magnetic Nanoparticles Latham and Williams


Vol. 41, No. 3 March 2008 411-420 ACCOUNTS OF CHEMICAL RESEARCH 413







netometry is routinely used to assess these magnetic proper-


ties. Monitoring magnetization as a function of temperature for


particles cooled with and without an applied magnetic field


followed by warming in the presence of a magnetic field


allows the characteristic blocking temperature to be


determined.


Core Size and Composition. Uniformity in size and shape


is highly desirable in nanoparticle synthesis since physical


properties strongly depend on both of these. Unlike noble


metal and semiconductor nanoparticles, magnetic particles


possess neither fluorescence nor surface plasmon absorption


to assist in characterization of particle size. Therefore, the most


common characterization method for magnetic nanoparticles


is TEM. Low-resolution TEM is used to measure core size and


size uniformity (i.e., monodispersity) and is typically accom-


panied with energy-dispersive X-ray spectroscopy (EDX) to


provide elemental analysis. High-resolution TEM can provide


electron diffraction from a single nanoparticle and atomic res-


olution of the crystal lattice. In some cases, scanning TEM


(STEM) methods coupled with electron-energy loss spectros-


copy (EELS) yield elemental analysis at subnanometer lateral


resolution.


Recently, while investigating the structure of nanoparticles


using TEM, our laboratory observed that electron beam irra-


diation can result in significant changes to particle morphol-


ogy.44 Amorphous iron oxide nanoparticles synthesized using


a mixture of hexadecylamine and trioctlyphosphine oxide ini-


tially appeared to be solid; however, less than 2 min of elec-


tron beam irradiation resulted in the morphological changes


shown in Figure 3. Formation of hollow particles was attrib-


uted to electron beam induced structural rearrangements,


which suggested that TEM analysis of nanoparticle structure


can cause changes in particles that can easily lead to misin-


terpretation of the as-prepared structures. Since the original


paper, our continuing studies of TEM-induced transformation


have shown that this effect appears to be more general and


occurs in additional amorphous systems (i.e., varied ligands


and metal oxides). These data imply that time-resolved TEM


analysis is ultimately necessary to rule out structural transfor-


mations caused by the microscope versus particles that form


hollow shells via the Kirkendall effect.45,46


Functionalization
Development of methods aimed at the postsynthetic surface


modification of magnetic nanoparticles is important to ren-


der them chemically functional and to control their solubil-


ity. For biomedical applications and bioanalysis, the ability to


solubilize the nanoparticles in water and to modify their sur-


faces with molecules, proteins, oligonucleotides, or other tar-


geting agents, is a crucial step toward their widespread use.


Conversely, materials applications of magnetic particles will


FIGURE 2. (A) Synthetic scheme for synthesis of γ-Fe2O3/Au core/
shell nanoparticles. (B) UV–vis spectra of as-synthesized γ-Fe2O3


(purple) particles, and following iterative Au additions one (red), two
(black), three (green), four (yellow), and five (blue). The inset shows
a TEM image of the γ-Fe2O3/Au core/shell nanoparticles after five
iterative additions. Scale bar is 200 nm. (C) Magnetization at 5 K as
a function of applied field for γ-Fe2O3/Au core/shell nanoparticles.


FIGURE 3. TEM images of amorphous iron oxide nanoparticles
synthesized with hexadecylamine/trioctylphosphine oxide (A)
before and (B) after 2 min of electron beam irradiation. Scale bars
are 100 nm.


Functional Magnetic Nanoparticles Latham and Williams


414 ACCOUNTS OF CHEMICAL RESEARCH 411-420 March 2008 Vol. 41, No. 3







likely require a broad range of chemical functionalization and


solvent compatibility. We have therefore sought synthetic


routes by which these may be achieved; these are generally


outlined and contrasted to other available methods in Sch-


eme 2.


Ligand Place Exchange. Place-exchange reactions on the


surface of Au nanoparticles were pioneered by Murray et al.


and provide a way to append chemically functional species.3


To an extent, these reactions should be applicable to mag-


netic nanoparticles, but differences in metal and metal oxide


affinity for ligands is a key factor in the efficacy of place


exchange. One of the first demonstrations of using place


exchange was on FePt magnetic particles, which were stirred


in a solution containing thiol-modified nitrilotriacetic (NTA)


acid. Metal-sulfur bonds replaced the hydrophobic surface


monolayer and resulted in water-soluble and functional par-


ticles.47 Attachment of poly(ethylene glycol) (PEG) to FePt


nanoparticles was later demonstrated via ligand exchange,


rendering the FePt particles water-soluble.32 Similarly, place


exchange of dopamine onto Fe2O3 nanoparticles32,48–50 has


also been utilized to prepare water-soluble magnetic parti-


cles. The broad applicability of this latter approach is not yet


known, but attachment schemes for molecules other than


dopamine and incorporating tags for postsynthetic modifica-


tion are clearly needed.


To address this need for facile and broadly applicable


methods to impart tunable functionality to magnetic particles,


our laboratory recently synthesized a trifluoroethylester (TFEE)-


terminated PEG-thiol shown in Scheme 3A. This ligand was


designed such that the PEG confers water solubility, the thiol


terminus provides an anchor to attach to metal particle sur-


faces, and the TFEE terminus reacts with primary amines at


room temperature to form amide bonds without the need for


coupling reagents. This ligand was attached to FePt and Au


nanoparticles using the methods shown in Scheme 3B.51 The


resulting particles were solubilized in aqueous solutions and


could be reacted with a range of primary amine-containing


molecules, including fluorescamine, biotin, pyridine, and ali-


phatic reactants. Biotinylation rendered the particles compat-


ible with existing bioconjugation methods. Conversely, the


TFEE ligand was reacted with diethylamine to produce amine


termini and then attached to FePt nanoparticles. A titration of


these amine-terminated FePt nanoparticles with fluorescam-


ine is shown in Figure 4; the emission spectra show that the


product particles are fluorescent, in addition to being water-


soluble. This route thus provides attractive agents for both flu-


orescence-based detection and magnetic separation of


biological species.


Silanes bind to ferrite nanoparticles (MFe2O4, M ) Fe, Co,


Mn) and can also be place-exchanged onto particles as an


alternate method of tuning surface chemistry and solubi-


lity.19,20,52 For example, attachment of silane monolayers con-


taining amino, aldehyde, thiol, cyano, and isocyanate has


been demonstrated.20 Silane-modified Fe2O3 nanoparticles


have been used in vivo as MRI contrast agents and as a detec-


tion scheme for monitoring glioma cells.19,20


SCHEME 2. Selected Functionalization Routes for Magnetic
Nanoparticles


SCHEME 3. General Routes for Use of TFEE-PEG-SH for the
Functionalization of Nanoparticlesa


a (A) TFEE-PEG-SH molecule; (B1) direct synthesis in the presence of a mod-
ified R-PEG-SH ligand (shown as a random coil; R ) functionality added via
amide linkage); (B2) ligand place exchange of R-PEG-SH onto existing nano-
particles (Au or magnetic FePt); (B3) exchange of TFEE-PEG-SH onto Au nano-
particles followed by subsequent reaction.
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Click Chemistry. A new functionalization route that holds


great promise as a general method for materials applications


is the use of “click” chemistry, which was initially reported for


nanoparticles by our laboratory53 and further studied by oth-


ers.54 Although click chemistry refers to a class of reactions,


herein we refer to 1,3-dipolar cycloadditions that occur by


combination of azide-containing species with ethynyl groups


to form a 1,2,3-triazole ring as in Scheme 4.55 Although this


has been widely used in organic chemistry and for the mod-


ification of Au electrode surfaces,56 our group was the first to


apply it to the modification of Au nanoparticles by reacting


azide-terminated ligands with alkyne-containing species at


room temperature in uncatalyzed reactions. The general util-


ity of this approach lies in the ability to react any alkyne-con-


taining molecule, which was demonstrated with species


including ferrocene, pyrene, and PEG.


The Turro group further elaborated on this method to func-


tionalize Fe2O3 nanoparticles; alkyne-containing organophos-


phates and carboxylates were exchanged onto the surface of


oleic acid stabilized Fe2O3 nanoparticles.54 Cu-catalyzed tria-


zole formation was used to append alkyl halide, benzene, and


polymeric (R-acetylene-poly(tert-butyl acrylate)) species.


Taken together, these papers53,54 point toward a potentially


broad adaptability of click chemistry for nanoparticle function-


alization.


Micelle Encapsulation. One of the most versatile routes


developed for quantum dot modification,57 which was subse-


quently adapted to magnetic nanoparticles by our group58,13


and others,59 is the encapsulation of hydrophobic nanopar-


ticles within phospholipid micelles. To accomplish this, mod-


ified lipids containing attached poly(ethylene glycol) chains are


added to solutions of nanoparticles passivated with a mono-


layer of alkyl chains (e.g., oleic acid). Lipid chains intercalate


into the nanoparticle monolayer because of favorable parti-


tioning and intermolecular forces, which results in a micelle-


like structure with the PEG termini forming a hydrophilic shell


as depicted in Scheme 2. It has recently been shown that


charge-neutral amphiphilic polymers60 and fatty alcohols61


could similarly be used to encapsulate nanoparticles.


The ω-terminal end of the PEG-phospholipid chain can


contain a range of chemical functionalities including biotin,


acid, amine, maleimide, and folic acid groups. The extent of


particle functionalization is determined by controlling the rel-


ative amounts of ω-substituted versus methyl-terminated lip-


ids. The assumption is generally made that this solution ratio


is translated to the relative percentage surrounding the nano-


particle, although it remains an analytical challenge to con-


firm this without digestion of the particles. Our laboratory has


demonstrated that phospholipid encapsulation is generally


useful for magnetic nanoparticles synthesized with a hydro-


phobic monolayer, including Fe2O3,13 MnFe2O4,13 and


CoFe2O4
58,62 nanoparticles. We have therefore used phospho-


lipids to prepare water-soluble and functional magnetic nano-


particles for use in microfluidics13 and for attachment to motor


proteins to control patterning and transport.58,62


Magnetic Field Assisted Transport
Application of an external magnetic field gradient to a mag-


netic nanoparticle causes magnetization and subsequent


movement due to the force acting on it as defined by15,16


Fm ) V∆�
µ0


(B · 3)B (1)


where V is the volume of the particle, ∆� is the difference in


magnetic susceptibilities of the particle and solvent, µ0 is the


vacuum permeability, B is the magnetic field strength and 3


FIGURE 4. (A) Reaction of H2NC2H4NH-PEG-SH-substituted FePt
nanoparticles with fluorescamine and (B) fluorescence emission
spectra of a dichloromethane solution containing 0.02 µmol of
fluorescamine during the sequential addition of 20 µL aliquots of
H2NC2H4NH-PEG-SH-modified FePt particles (1.42 mg/mL).
Excitation wavelength is 390 nm. The inset shows emission
intensity at 475 nm vs quantity of added FePt particles.
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is the field gradient. In the absence of a field gradient, the net


force acting on the particle is zero. However with a gradient,


an applied force (Fm) acts on the particles and results in move-


ment toward the highest field strength. Surfactant monolay-


ers prevent irreversible aggregation and precipitation when


the field is applied. For very concentrated solutions of mag-


netic nanoparticles (i.e., >100 mg/mL) called ferrofluids, the


attraction to the magnetic field gives rise to the well-known


Rosensweig effect63 (Figure 5), in which the entire solution of


magnetic particles (including the solvent) conforms to the


magnetic field lines. Applications of ferrofluids include cool-


ing systems for loudspeakers and bearings for frictionless seal-


ing.1


Magnetic Field Flow Fractionation. Magnetic nanoma-


terials will ultimately be able to perform specific chemical


tasks dictated by their attached groups and be manipulated


with a magnetic gradient to an extent governed by the parti-


cles’ magnetic properties. While we have briefly described our


efforts toward chemical functionalization, to investigate mag-


netic field manipulation of particles, our group turned to mag-


netic field flow fractionation (MFFF), which separates species


on the basis of their magnetic susceptibility and is applicable


to material with sizes from nanometers to micrometers.64


Shown schematically in Figure 6, MFFF causes sample injected


into a capillary to interact with an external magnetic field gra-


dient that forces it toward the accumulation wall (i.e., higher


field strength). Material that interacts strongly with the field is


restricted to the slower flow streams near the walls of the


channel, while material that interacts weakly is free to expe-


rience the faster flow streams toward the center of the


channel.


Our group was the first to demonstrate successful imple-


mentation of MFFF to separate and purify magnetic nano-


particle samples.12 Although theoretically the ideal channel


geometry is rectangular,65 the use of flexible fused silica


capillary in our experiments allowed the use of a NdFeB


permanent magnet and a simple system using standard lab-


oratory components. This magnet had a relatively strong


magnetic field (∼0.3 T) applied roughly orthogonal to the


flow within the capillary. This simple benchtop instrument


demonstrated the retention of nanoparticle samples as a


SCHEME 4. Click Functionalization of (A) Au and (B) Fe2O3 nanoparticle surfacesa


a Conditions for reaction A: (i) 0.25 M NaN3 in DCM/DMSO solution, 48 h; (ii) R ) propyn-1-one derivatized compound in dioxane or 1:1 hexane/dioxane.53 Con-
ditions for reaction B: (iii) exchange of either phosphonic acid or hexynoic acid ligands; (iv) DMSO/H2O, CuSO4 · 5H2O, 24 h.54


FIGURE 5. Photograph of a concentrated solution of CoFe2O4


nanoparticles in hexane placed on top of a permanent magnet
(∼0.4 T). Scale bar is 1 cm.


FIGURE 6. Diagram of magnetic particle separation in capillary
MFFF. Weakly interacting particles have a larger average layer
thickness (hA) and elute at shorter times; strong interaction results
in the smallest layer thickness (hC).
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function of the solvent flow rate and nanoparticle size and


composition. In Figure 7, a mixture of Au and Fe2O3 nano-


particles was separated into size-monodisperse fractions


using MFFF. Ongoing improvements to this method and the


inclusion of a tunable magnetic field strength will ultimately


allow for the simple purification of highly multiplexed func-


tionalized magnetic nanoparticle mixtures for biological


analysis and detection.


Applications to Microfludics. Controlling the placement


and movement of nanoparticles within microchannels via an


external magnetic field precludes the need for microfabricated


components, is compatible with existing magnetic bead bio-


assays, and provides a tempting alternative to standard meth-


ods of analyte control and injection. Our group recently


studied the ability to move, manipulate, and inject magnetic


nanoparticles within the simple crossed-channel microfluidic


device shown schematically in Figure 8B.13 The transit of par-


ticles through the channels is monitored using an absorption


detector, which confirms the presence of nanoparticles in a


flow stream. A permanent magnet placed beneath the chan-


nel intersection selectively redirected magnetic nanoparticles


from one channel to the other but did not affect the motion


of nonmagnetic Au nanoparticles. In Figure 8A, when the


magnet position was varied, the magnetic nanoparticle solu-


tion was periodically pulled into the lower flow stream, which


was monitored by the change in absorbance. Thus, this is a


simple method to control the injection of nanoparticle reac-


tants in a microchannel. For future applications, this demon-


strates the ability to use weak and inexpensive magnets to


inject and manipulate molecules, catalysts, or reagents that


are bound to the magnetic particle surface.


Conclusions
In this Account, we have described contributions from our


laboratory and others toward the advancement of character-


ization, functionalization, and use of magnetic nanopar-


ticles to control transport. Exploiting the tunable surfaces of


these materials holds promise for creating single nanopar-


ticle vehicles capable of analyte targeting and delivery,


while the intrinsic magnetic properties of the particles


enable directed transport and diagnostic imaging. With


interest in microfluidic devices capable of performing highly


multiplexed analytical tasks, development of magnetically


controlled transport of these particles will ultimately pro-


vide a unique way to manipulate mixing, switching, and


analyte capture. For example, we envision that the selec-


tive separation of particles based on their size-dependent


magnetic moments will be leveraged to bind and purify


complex mixtures into individual components. Further


FIGURE 7. (A) TEM image of a mixture of 6 nm Fe2O3 and 13 nm
CoFe2O4 nanoparticles and (B) MFFF of a 1.3 µL injection of a
hexane solution of this mixture in the presence of the magnet, with
arrows indicating times when the samples shown in the TEM
images in panels C and D were collected. Scale bars are 50 nm.


FIGURE 8. (A) Absorbance versus time for both the upper (green)
and lower (purple) channels while varying the magnet placement
(∼10 s on/∼20 s off) with a continuous stream of Fe2O3


nanoparticles flowing through the upper channel at 15 µL/min and
(B) diagram of the crossed channels (arrows indicate direction of
pressure-driven flow) with a NdFeB permanent magnet placed
beneath the channel intersection. Green and purple designate
upper and lower channels, respectively.
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expansion of magnetic nanoparticles as analytical tools will


require continued expansion of the library of functional


nanoparticle surface chemistries and will build on these


methods for magnetic manipulation.
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C O N S P E C T U S


Room-temperature ionic liquids are a new class of liquids with many important uses in electrical and electrochemical
devices. The liquids are composed purely of ions in the liquid state with no solvent. They generally have good elec-


trical and ionic conductivity and are electrochemically stable. Since their applications often depend critically on the inter-
face structure of the liquid adjacent to the electrode, a molecular level description is necessary to understanding and improving
their performance.


There are currently no adequate models or descriptions on the organization of the ions, in these pure ionic com-
pounds, adjacent to the electrode surface. In normal electrolytic solutions, the organization of solvent and ions is ade-
quately described by the Gouy–Chapman-Sterns model. However, this model is based on the same concepts as those in
Debye–Huckel theory, that is a dilute electrolyte, where ions are well-separated and noninteracting. This is definitely not
the situation for ionic liquids. Thus our goal was to investigate the ionic liquid-metal interface using surface-specific vibra-
tional spectroscopy sum frequency generation, SFG. This technique can probe the metal-liquid interface without interfer-
ence from the bulk electrolyte. Thus the interface is probed in situ while the electrode potential is changed. To compliment
the vibrational spectroscopy, electrochemical impedance spectroscopy (EIS) is used to measure the capacitance and esti-
mate the “double layer” thickness and the potential of zero charge (PZC). In addition, the vibrational Stark shift of CO adsorbed
on the Pt electrode was measured to provide an independent measure of the “double layer” thickness. All techniques were
measured as a function of applied potential to provide full description of the interface for a variety of imidazolium-based
(cation) ionic liquids.


The vibrational Stark shift and EIS results suggest that ions organize in a Helmholtz-like layer at the interface, where
the potential drop occurs over the a range of 3–5 Å from the metal surface into the liquid. Further, the SFG results
imply that the “double layer” structure is potential-dependent; At potentials positive of the PZC, anions adsorbed to
the surface and the imidazolium ring are repelled to orient more along the surface normal, compared with the poten-
tials negative of the PZC, at which the cation is oriented more parallel to the surface plane and the anions are repelled
from the surface.


The results present a view of the ionic liquid-metal electrode interface having a very thin “double layer” structure where
the ions form a single layer at the surface to screen the electrode charge. However, the results also raise many other fun-
damental questions as to the detailed nature of the interfacial structure and interpretations of both electrochemical and spec-
troscopic data.


There has been a large growth in the electrochem-


ical applications and investigations1–3 on ionic liq-


uids. They are utilized as electrolytes in batteries,3–5


fuel cells,3,6–8 super capacitors,3,9–11 solar


cells,12–15 devices,16,17 and electrochemical


reactions.18,19 Despite this increase, models


describing the arrangement of ions at the inter-


face of an ionic liquid and an electrode are insuf-


ficient. This Account discusses the use of


molecular-level spectroscopic techniques in com-
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bination with electrochemical methods to deduce the struc-


ture of ionic liquids at the electrochemical interface.


Room-temperature ionic liquids are typically composed of


organic cations and either organic or inorganic anions.20


The structure of a common room-temperature ionic liquid


based on alkyl imidazolium is given in Figure 1. The first-or-


der description of ionic liquids is that they are simple charged


species in a liquid state. While Coulombic interactions are the


dominant force between the ions, the ions are not simply


spheres of charge but have shape and chemical functionality


that impose subtle changes in the physical properties. Thus,


dipole, hydrogen-bonding, and dispersive forces are impor-


tant to the interactions between constituents in the ionic


liquid;21,22 however, these forces are weak enough to keep


them liquid at room temperature. They have a high thermal


stability, wide electrochemical window, and very low vapor


pressure. These properties and others are modified by the


variation in the ionic liquid composition. It must be empha-


sized that ionic liquids are not ions in solution but are pure


compounds and they are conceptually similar to Na+Cl-(l) not


Na+Cl-(aq). As NaCl melts at 800 °C, [BMIM][BF4] melts at


approximately -50 °C. This pure ionic character gives them


unusual properties compared with electrolytic solutions or


polar organic solvents.


Our purpose is to explore the consequences of a pure elec-


trolyte at the interface in an electrochemical system. We are


interested in how a solvent-less ionic medium will structure


and arrange at the interface. How will the ions respond to the


changes in the surface charge or potential or in the ionic liq-


uid composition? The electrochemical system is particularly


important since it is a major application of ionic liquids. In


addition, electrochemical techniques are applicable to the sys-


tem and used to control and measure the macroscopic prop-


erties at the interface.


The description of electrolytic solution structure at an inter-


face is a classic, highly investigated system due to its ubiqui-


tous occurrence in nature and technology.23–26 However, pure


electrolytes are much less studied.23,27–32 There are three lim-


iting cases to describe the charge distribution of an ion near


an interface. These are the Helmholtz model, the Gouy–Chap-


man model, and the layer model as represented in Figure 2.


It is noted that all three, or combinations of them, have been


proposed in the description of the ionic liquid/molten


salt-metal interface. Traditionally, these models are distin-


guished by their capacitance, which is then used to evaluate


the charge or potential distribution at the surface. Conse-


quently, the double layer is discussed in terms of a distance


or thickness analogous to a parallel plate capacitor.


The Helmholtz model is one of the original models used to


describe charges at a boundary. The term “electrical double


layer” originates from this model, since the charge on the elec-


trode is balanced by a single layer of counter charge from the


liquid. Equation 1 shows the simple form of the capacitance.


1
Cd


) d
εε0


(1)


where Cd is the double layer capacitance, ε0 is the permittiv-


ity of vacuum, and ε is the relative permittivity. The distance,


d, is the range over which the potential drop occurs.26


The most popular model is the Gouy–Chapmann double


layer. In this description, the ions form a diffuse layer of


charge segregation at the interface. That is, the counter charge


is spread through the solution adjacent to the electrode up to


a few nanometers depending on the ions, solvent, and ion


concentration. Thus, the capacitance takes a more complicated


form:33


1
Cd


) (2εε0z
2e2n0


kT )-1⁄2
1


cosh(ze�0


2kT )
(2)


Here �0 is the potential and n0 is the ion number density, the


rest of the symbols having their usual meaning.33 Further, it


FIGURE 1. Structure of 1-butyl-3-methylimidazolium
tetrafluoroborate, [BMIM][BF4].


FIGURE 2. Three common models for the electrochemical
interface.
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is derived from a Debye–Huckel approximation of dilute elec-


trolytic solution, which seems unlikely for the ionic liquid sys-


tem. However, some features of Gouy–Chapman, especially


the capacitance-voltage (C-V) dependence could be impor-


tant. A representation of this structure is also given in Figure


2. It should be noted that often a combination of the Helm-


holtz and Gouy–Chapman models is given as a Gouy–


Chapman-Sterns (GCS) model.


Finally, it has been proposed that ions, especially in mol-


ten salts, form layer structures at the electrode interface. This


model seems reasonable given the large Coulombic forces


and since the layering resembles a lattice from which the liq-


uid is derived. The capacitance response for this situation has


been derived for molten salts and is given in eq 3.30


1
Cd


) 1
Ck


- δ


ε0(1 - δ�|�|
ε0


)
(3)


where � is the charge density on the metal, Ck ) εε0/d is the


capacitance of a parallel plate capacitor where d is the cation


radius, and δ2 ) (2ε0kT)/(q2c0(z - 2)) and � ) (Rqc0(z - 1))/


(2ε0kT) are functions of the concentration of vacancies c0, the


coordination number z, the charge of vacancy q, and the


polarizability, R. The model produced fair agreement with


experiments on molten salts but has not been thoroughly


tested on ionic liquids.32


The goal of this research is to use electrical and spectro-


scopic measurements to elucidate the structure of the ionic


liquid-electrode interface. The use of these distinct methods


converges to provide a consistent view on the arrangement of


ions at a room- temperature ionic liquid-electrified metal


interface. For example, electrochemistry supplies information


on the thickness of the interface, while sum frequency gener-


ation (SFG) provides the direct chemical information on the


functional groups at the surface and how they are oriented.


SFG is an important technique to the investigation of elec-


trochemical interfaces34–36 because chemically and spectro-


scopically, molecules in the bulk solution are barely


distinguishable from those adjacent to the electrode. How-


ever, at the interface, molecules tend to be in a noncentrosym-


metric environment (i.e., slightly aligned) and thus are


effectively probed with nonlinear optical techniques that rely


on a coherent �(2) process. In the electric dipole approxima-


tion, a �(2) process is allowed in environments without inver-


sion symmetry but �(2) ) 0 in centrosymmetric media, such as


the bulk liquid.37,38 Thus, SFG is a very valuable technique to


probe the electrochemical interface.34 SFG has several other


useful properties besides its surface specificity.


ISF ∝ |�
T(2):EvisEIR|


2 (4)


It provides a vibrational spectrum of the interfacial molecules


giving a molecular-level description of the surface. In addi-


tion, by using polarized input beams and analyzing the polar-


ization state of the output, the orientation of the molecules is


estimated.


�(2) ) �R
(2) + �NR


(2) ) ∑
q


NAq


ωIR - ωq + iΓ
+ �NR


(2) (5)


Finally, SFG is able to provide good temporal39,40 and spatial


resolution of the interface.41–44


SFG spectroscopy involves the overlap of a visible laser


beam with a frequency-tunable infrared beam at the surface.


Intense SF signal is generated as the IR matches the vibra-


tional resonance of an interfacial molecule as illustrated in eqs


4 and 5.


A diagram of a picosecond-scanning SFG spectrometer,


which is used at the University of Houston, is shown in Fig-


ure 3.45 The system is capable of scanning from 1000 to


4000 cm-1. An important feature of this spectrometer is the


presence of a reference arm used for normalizing the SFG


spectra. Since the SF signal depends on the input intensity of


the IR and visible beams (see eq 4) it is critical to correct the


SFG spectra for their variation. Typically the IR will vary sig-


nificantly over the course of a spectral scan due to the chang-


ing efficiency of the OPG/OPA (IR source) and by absorption


as the IR passes through the bulk liquid in the SFG cell (see


below). To account for both effects, the IR light that is reflected


from the electrode surface is mixed with residual 532 nm light


in a nonlinear crystal where the SFG reference intensity var-


ies as a function of the IR intensity. SFG from the reference


channel is collected simultaneously with each data point to


provide an accurate and sensitive correction.34


In the beginning of this project, a variety of clean, afford-


able ionic liquids were not commercially available, and for sur-


face chemistry, purity is critical. There are four criteria used to


evaluate the ionic liquid quality: color, halide concentration,


water concentration, and H and C NMR quality. All the ionic


liquids used in these studies, which are based on alkyl imida-


zolium cations and simple anions, are completely colorless


and transparent. Further, the cyclic voltammetry must be sta-


ble over 3–6 V, depending on the ions, and the NMR must


correspond to the compound synthesized with no additional


peaks. The ionic liquids used in the group are synthesized and


purified to meet these criteria. Similarly, once clean ionic liq-


uids are created, they must be handled in an uncontaminated


reliable fashion into the spectroscopy cell. This involved the
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development of an electrochemical cell capable of holding


vacuum to 10-6 Torr to keep the ionic liquids dry and not


exposed to the laboratory environment, Figure 5.


Electrochemistry provides at least three crucial roles in


these experiments: control of surface charge or potential, mea-


surement of interfacial properties through EIS and CV, and


quality control on the purity of the sample.


Cyclic voltammetry is used to ensure that there are no elec-


trochemical reactions occurring in the potential window of the


experiment. Thus, all measurements are performed in the


double layer region of the potential scan, where only charge


and discharge of the double layer occurs. Further, the CV helps


to ensure that the ionic liquid is pure since no redox processes


occur due to Cl- or water. Typically Cl- is <20 ppm and water


is <10-4 mole fraction. A cyclic voltammogram is shown in


Figure 4 for [BMIM][BF4]. The CV also illustrates the voltage


stability window from approximately 4 V. More physical infor-


mation on the interface is obtained by EIS. EIS is achieved by


scanning the frequency of the applied voltage (AC) and mea-


suring the complex resistance of the cell. The system is mod-


eled based on an equivalent electrical circuit with individual


elements corresponding to different parts of the system. The


values of the individual components are interpreted in terms


of molecular properties. The entire EIS response is modeled


based on an equivalent circuit as shown in Figure 6A. The first


resistor corresponds to the solution resistance, Q is the dis-


persive capacitance related to the double layer. The lower


branch in the model is the surface resistance, and W is the


Warburg element for solution diffusion processes.33,46,47 By


fitting each EIS curve to this circuit, values of the individual


elements are obtained. An example of EIS spectra at differ-


ing potentials for [BMIM][BF4]/Pt is given in Figure 6B. Of inter-


est to these studies is the capacitance of the interface and its


FIGURE 3. Diagram of the picosecond-scanning SFG spectrometer. A picosecond pulsed Nd:YAG laser (Eskpla) at 1064 nm is split into two
parts. One part is frequency-doubled to 532 nm. The other part is used to pump a KTP/AgGaSe2 OPG/OPA system (LaserVision) that
generates infrared light (IR). Both beams are directed to the liquid sample: (1) attenuator (half-wave plates/polarizer); (2) λ/2 plate
(polarization control); (3) collimating reducing telescope; (4, 5) polarizer/half-wave plate (polarization control); (6) long focal length BaF2 lens
(500 mm); (7) sample; (8) analysis polarizer; (9) Kaiser Notch Plus filter; (10) 515 nm short pass filter; (11) 0.25 m monochromator with PMT;
(12) reference arm; (13) single-crystal quartz (nonlinear signal reference); (14) 532 nm filters; (15) PMT.


FIGURE 4. Cyclic voltammogram of neat [BMIM][BF4] at 5 × 10-5


Torr. Scan rate ) 100 mV/s.


FIGURE 5. Thin layer SFG electrochemistry cell. Cell is able to hold
vacuum down to 10-6 Torr.
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potential dependence as displayed in Figure 7A. The curve


displays a minimum at approximately -500 mV vs Ag (QRE)


for the [BMIM][BF4]/Pt interface. This measurement has two


valuable pieces of information about the interfacial structure.


First, the capacitance value at the minimum is 0.12 F/m2.


Based on eq 1, this results in a double layer thickness of 5 ×
10-10 m or 5 Å. Second, through interpretation of the elec-


trocapillary equation, the minimum in the capacitance-
voltage curve corresponds to the potential of zero charge,


PZC.24,27,33,48,49 The analysis suggests that at potentials neg-


ative of -500 mV, the surface charge is negative, while at


voltages positive of -500 mV, the surface becomes positively


charged. This interpretation is based on the Gouy–Chapmann


theory which, in turn, is under the same conditions as Debye–


Huckel theory, the use of which is not clear when applied to


the ionic liquid system.


The capacitance value implies a very thin layer at the sur-


face. The use of a dielectric constant of ε ) 7 for the ionic liq-


uid,50 suggests that there is one ion layer at the electrode,


FIGURE 6. (A) The equivalent circuit used to model the EIS data
and (B) electrochemical impedance spectra of [BMIM][BF4] at the Pt
electrode.


FIGURE 7. (A) Interfacial capacitance vs applied potential for ionic
liquid [BMIM][BF4] at 10-5 Torr pressure and (B) Interfacial charge vs
potential from PZC.


TABLE 1. Values of Double Layer Capacitance for Room-
Temperature Ionic Liquids at the Platinum Electrode


ionic liquid [BMIM]+ capacitance (F/m2) double layer thickness (m)


[PF6]- 0.19 3 × 10-10


[BF4]- 0.12 5 × 10-10


[N(CN)2]- 0.1 25 × 10-10


[imide]- 0.15 4 × 10-10


FIGURE 8. (A) SFG spectra of CO on Pt electrode as a function of
potential, taken with ppp polarization, and (B) plot of CO peak
position vs applied potential.
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which screens the surface charge such that the potential drop


is complete, and beyond this distance, the ionic liquid adopts


essentially the bulk structure. Table 1 contains the capacitance


and thickness values for other room-temperature ionic liq-


uids and indicates a similar though ion-dependent structure.


The potential drop across the interface is directly measured


by the use of probe molecules. Carbon monoxide displays a


dramatic shift in its vibrational frequency as a function of the


external electric field known as the vibrational Stark


effect.51,52 To observe this effect, CO is adsorbed to the Pt


electrode through the carbon atom.53 Again, the description


is as follows: the Pt electrode is one plate of the parallel plate


capacitor model and the transition from double layer to bulk


liquid is the other “plate”. The SFG spectra in Figure 8A show


a single CtO stretch peak near 2100 cm-1. The peak shifts


from 2045 cm-1 at low potential to 2110 cm-1 at high


potential for a Stark shift tuning rate, dν/d�, of 33 cm-1/V for


[BMIM][BF4]. (Figure 8B) The Stark shift tuning rate for other


ionic liquids is given in Table 2. The absolute Stark shift for CO


dνCO/dEloc is 1 × 10-6 V/cm.51 Thus, the double layer thick-


ness is estimated to be dνCO/dEloc
TM dν/d� ) 3.3 × 10-10 m.


That is, the electric field across the interface results in a Stark


shift for CO and corresponds to an equivalent capacitor thick-


ness of 3–4 Å, Figure 9. These two independent measure-


ments, vibrational Stark shift and capacitance, suggest that the


ionic liquid-metal interface is one ion-layer thick; essentially


a Helmholtz layer.54


Establishing the thickness of the interfacial region is impor-


tant in analyzing the SFG data. Although SFG is surface sen-


sitive, it detects multiple layers if the molecules or ions reside


in a noncentrosymmetric environment. Establishing that ionic


liquids form essentially one layer allows for a more straight-


forward analysis of the SFG data.


A SFG spectrum of [BMIM]+ at the Pt electrode and num-


ber scheme are shown in Figure 10. The spectrum displays


several resonances in the C-H stretching region. The sym-


metric and asymmetric CH2 modes are at 2850 and 2915


cm-1, respectively.55 Methyl group vibrations of the butyl


chain are at 2875, 2930, and 2965 cm-1,55,56 while the


N(3)-CH3 methyl symmetric stretch is at 2945 cm-1.57 Above


3000 cm-1 are resonances due to the aromatic C-H stretches


such as C(2)-H at 3050 cm-1 and H-C(4)C(5)-H between


3150 and 3190 cm-1.58,59 All these peaks are superimposed


on a large nonresonant background signal of the charged Pt


electrode. The dashed line in the spectrum is a fit according


to eq 5. The following analysis focuses on the 3190 cm-1


peak, the H-C(4)C(5)-H symmetric stretch. This is due to rel-


TABLE 2. Stark Shift for CO on Pt in Ionic Liquid Electrolyte


ionic liquid [BMIM]+ Stark effect (cm-1/V) double layer width (m)


[PF6]- 26 3.8 × 10-10


[BF4]- 33 3.3 × 10-10


[imide]- 24 4.2 × 10-10


[DCA]- <10 25 × 10-10


FIGURE 9. A summary of two different views on the thickness of the interfacial layer between ionic liquid and metal electrode: top,
vibrational Stark shift measurement; bottom, double layer capacitance.
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atively large signal free of spectral interference from other


modes. Also, since the interfacial model deals with a charged


metal interface and the charge on imidazolium is centered on


the aromatic ring, the H-C(4)C(5)-H vibration is a good


reporter on how the surface charge influences the interfacial


arrangement of the ionic liquid.


To deduce how the surface charge and potential influence


the structure of the ionic liquid, SFG spectra are obtained in


two polarization combinations, ssp and ppp (SF, visible, and IR,


respectively). By taking the peak intensity ratio from the two


polarizations, an estimate of the functional group orientation


is obtained.60 Polarization- and potential-dependent SFG spec-


tra are shown in Figure 11. Thus, the influence of surface


potential (or charge) on the orientation of the imidazolium ring


is measured and correlated to the results of the electrochem-


ical measurements.61


SFG results also indicate that both cations and anions are


oriented at the surface as seen the SFG spectra for dicyana-


mide, [DCA]-, in Figure 12. The large increase in SFG signal


is observed upon going from -400 to +800 mV. This peak


at ∼2160 cm-1 is due to the CtN symmetric stretch.62


The results suggest that both ions are oriented at the sur-


face and that SFG signal from the anion grows stronger at pos-


itive surface charge while the cation signal is related to the


negative surface charge. The results of the polarization- and


potential-dependent SFG analysis are presented in Figure 13.


FIGURE 10. (A) SFG spectrum of [BMIM]+ at the Pt electrode with
ppp polarization and (B) Structure of [BMIM]+ cation with color code
and number scheme. Color corresponds to the colored region in
the SFG spectrum in part A.


FIGURE 11. SFG spectra of [BMIM]+ at the Pt electrode taken at two different polarization combinations and two potentials: (A) ssp at -800
mV; (B) ssp at +1000 mV; (C) ppp at -800 mV; (D) ppp at +1000 mV.
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The figure displays the intensity ratio of the H-C(4)C(5)-H


symmetric stretch from the ppp/ssp spectra vs tilt orientation,


θ, along the surface normal. The H-C(4)C(5)-H mode is


approximately C2v symmetry and therefore, needs both tilt (θ)


and twist (�) angles to describe the orientation at the surface.


Tilt is along the surface normal, while twist is around the pseu-


do-C2 axis. The plots in Figure 13 show the results of the sim-


ulation of the SFG signal for varying orientations of the


imidazolium ring. A tilt angle of 0° had the ring perpendicu-


lar to the surface plane, that is C2 axis along the surface nor-


mal. A twist of 0° has the ring plane cofacial with the surface


plane, while at � ) 90°, the ring is perpendicular to the sur-


face plane, that is, C2 axis parallel to the surface plane, see


Figure 14.


The solid black line in Figure 13 is the measured ratio at


two potentials, -800 and +1000 mV. From the intersection


of the simulation curves to the experimental measurement, it


is seen that for a positive surface potential of +1000 mV, the


ring is oriented mostly along the surface normal, while as the


potential is scanned to a more negative value, the ring


becomes aligned more parallel to the surface plane. A sche-


matic of this process is shown in Figure 14.


The orientation result is understood in terms of the elec-


trochemical results of interfacial capacitance, Figure 7A, where


at potential less than -500 mV (PZC) the surface has a neg-


ative charge and at potential positive of PZC it has a positive


charge. Consequently, at a positive surface charge, the cat-


ion ring is repelled from the Pt surface and caused to tilt more


along the surface normal. Similarly, this allows more room for


the anion, [BF4]-, to have more access to the surface to screen


the positive charge. However, at negative surface charge, the


ring is attracted to the surface and adopts a more parallel ori-


entation to the surface plane. A similar model is postulated for


[BMIM][PF6],61 [BMIM][imide], and [BMIM][I].


The results of this project on the structure of room-temper-


ature ionic liquids at the electrified interface have been both


enlightening and puzzling. First it has been demonstrated that


the interfacial region is one ion layer thick. This result was


based on the interfacial capacitance and the vibrational Stark


shift of CO at the interface. The results are understood by con-


sidering at the high charge density of the ionic liquid that the


surface fields are sufficiently screened after one layer of ions.


While this result could be anticipated by Gouy–Chapmann


theory, in the limit of infinite electrolyte concentration, for pure


ions, the double layer shrinks to zero. The same interpreta-


tion is derived from Debye–Huckel theory.63 However, these


theories are presumably no longer valid in such high ion con-


centration as in the ionic liquid since they are valid in the limit


of infinite dilution. Further, the one ion-layer model is not


obvious considering that research on molten salts adjacent to


the electrode suggests a multilayer structure.23,28–30,32 The


multilayer model is not observed for these room tempera-


ture ionic liquids, save possibly [BMIM][DCA], see above.


Also SFG has demonstrated that an oriented layer of ions


does exist at the electrode interface and that the orientation


depends on the surface charge. The influence of the electrode


surface is, in a first-order approximation, understood based on


FIGURE 12. SFG spectra of [DCA]- at the Pt electrode taken at ppp
polarization and two potentials: (A) -400 mV; (B) +800 mV.


FIGURE 13. Orientation plots for the H-C(4)C(5)-H symmetric
stretch as orientation tilt angle vs SFG intensity ratio. Each curve is
for a different twist angle about the C2 axis.
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electrostatic principles. The surface of the metal is considered


as a smooth, homogeneous slab of charge, where the metal


identity is of secondary importance. As the surface charge is


made negative, the imidazolium ring, where the positive


charge is centered, lies more parallel to the surface to maxi-


mize the attractive interaction. Likewise, as the surface


becomes more positively charged, the imidazolium ring is


repelled from the surface, and the anion is now interacting


with the Pt surface to screen the positive charge. The cation


responds to this by getting out of the way, that is, tilting along


the surface normal to make room for the anion.


Further, there appears to be subtle differences in the inter-


facial structure and ion response to surface charge that


depend on the ions that make up the ionic liquid. For exam-


ple, upon comparison of [BMIM][BF4] to [BMIM][PF6], the imi-


dazolium ring of the latter appears to twist about the C2 axis


to allow the [PF6]- access to the Pt surface, while in the former


case, the ring tilted.61 The difference is subtle but could be


linked to the different size or symmetry of the anion. Simi-


larly, when ions such as [BF4]-, [PF6]-, or [imide]- are substi-


tuted with [DCA]-, the interfacial structure extends from about


one layer to approximately five layers. The coordinating abil-


ity of [DCA]- may be responsible for this. While many inter-


face properties of ionic liquids have been discovered in this


research, several fundamental questions have also been


raised.


1. If room-temperature ionic liquids form essentially a Helm-


holtz layer at the interface, why does the C-V curve dis-


play a minimum? This should only happen in the presence


of a diffuse layer such as in the Gouy–Chapman model.


2. Is the capacitance minimum at the PZC? If so, why? This


system is not a dilute electrolyte; therefore Debye–Huckel


or Gouy–Chapmann limiting laws should not apply.


3. On each side of the capacitance minimum there should be


excess positive or negative charge accumulation, accord-


ing to Gouy–Chapmann. How is this possible in a pure


electrolyte? It is difficult to envision that the classic PZC,


where the concentration of ions at the surface is the same


as that in the bulk electrolyte, applies to the ionic liquids.


4. Is the ionic liquid in contact with the metal similar to hav-


ing specific adsorption from solution?


Very little work has been presented on the structure of


ionic liquids near a charged interface. Earlier theoretical cal-


culations and simulations were on molten salts; however they


may not be appropriate for these new room-temperature ionic


liquids, since these ions have shape and other interactions that


affect their arrangement at the interface.28–30 Recent calcula-


tions on molten salts have been more successful at reproduc-


ing the electrochemical data.31,47 However, these compounds,


room-temperature ionic liquids, will require more research to


fully understand their nature. Recently, work by Madden et al.


indicated a single layer of screening charge at the molten salt


interface,64 somewhat in line with the SFG and electrochem-


ical measurements presented here. The results of surface


charge vs potential from PZC are shown in Figure 7B. In a sim-


ple case, one monolayer of charge is 0.26 C/m2. As noted pre-


viously, the capacitance suggests that at PZC (-500 mV), there


exists a layer of ions, thus, in order to create the next layer of


ions the potential must be (1500 mV from PZC (see


Figure 7B).


Finally, there have been two recent theoretical works on


the interfacial structure of ionic liquids near a charged sur-


face. The work of Lynden-Bell has been very important in this


direction,65 where some of the results coincide with the results


of our experimental work, especially the ion orientation in the


first layer and the surface excess. Similarly, the work of Korny-


shev is enlightening and important in recognizing that using


the classic double layer theories applied to ionic liquids is not


yet justified on theoretical grounds.66 It is interesting to point


out that the theory of ion/electrical transport in ionic liquids is


described in terms of holes (vacancies) in the liquid


structure.67,68 Thus, holes are the dilute species in a solvent


of charges; perhaps this is analogous to the Debye–Huckel


limiting law.


Electrochemical interfaces involving ionic liquids are a


new challenge to the surface chemist, electrochemist, and


theoretician. With new models and new experimental tech-


niques, the details of this important system should be


uncovered.


FIGURE 14. Representation of the orientation of [BMIM]+ on the surface of the Pt electrode.
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C O N S P E C T U S


We review two-dimensional infrared (2D IR) spectroscopy
of the amide I protein backbone vibration. Amide I modes


are known for secondary structural sensitivity derived from their
protein-wide delocalization. However, amide I FTIR spectra often
display little variation for different proteins due to the broad and
featureless line shape that arises from different structural motifs.
2D IR offers increased structural resolution by spreading the
spectra over a second frequency dimension to reveal two-di-
mensional line shapes and cross-peaks. In addition, it carries
picosecond time resolution, making it an excellent choice for
understanding protein dynamics.


In 2D IR spectra, cross peaks arise from anharmonic coupling between vibrations. For example, the spectra of ordered
antiparallel � sheets shows a cross peak between the strong ν⊥ mode at ∼1620 cm-1 and the weaker ν| mode at ∼1680
cm-1. In proteins with �-sheet content, disorder spreads the cross peaks into ridges, which gives rise to a “Z”-shaped con-
tour profile. 2D IR spectra of R helices show a flattened “figure-8” line shape, and random coils give rise to unstructured,
diagonally elongated bands.


A distinguishing quality of 2D IR is the availability of accurate structure-based models to calculate spectra from atom-
istic structures and MD simulations. The amide I region is relatively isolated from other protein vibrations, which allows
the spectra to be described by coupled anharmonic local amide I vibrations at each peptide unit.


One of the most exciting applications of 2D IR is to study protein unfolding dynamics. While 2D IR has been used to
study equilibrium structural changes, it has the time resolution to probe all changes resulting from photoinitiated dynam-
ics. Transient 2D IR has been used to probe downhill protein unfolding and hydrogen bond dynamics in peptides. Because
2D IR spectra can be calculated from folding MD simulations, opportunities arise for making rigorous connections.


By introduction of isotope labels, amide I 2D IR spectra can probe site-specific structure with picosecond time resolu-
tion. This has been used to reveal local information about picosecond fluctuations and disorder in � hairpins and peptides.
Multimode 2D IR spectroscopy has been used to correlate the structure sensitivity of amide I with amide II to report on
solvent accessibility and structural stability in proteins.


Introduction


Proteins undergo structural rearrangements over a


vast range of time scales, from 10-13 to 104 s. Bio-


physically relevant conformational changes include


short-range fluctuations of protein side chains, tor-


sions, and hydrogen bonds (∼10-13-10-11 s); pro-


tein reorientation, chain diffusion, nucleation, and


folding of secondary structure (∼10-9-10-6 s);


domain folding and tertiary contact formation


(∼10-6 s); and folding, binding, or aggregation


kinetics through activated barrier crossing (>10-3 s).


Most of our insight into these events is indirectly


obtained through kinetics measurements because


the standard toolset excels at characterizing the


structure and population of stable states. In con-
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trast, what are desirable for probing the mechanism of pro-


tein structural changes are dynamics experiments that


characterize structure during its evolution along a reaction


coordinate.


Two-dimensional infrared spectroscopy is a new method


that can be used in such protein dynamics experiments due


to its combination of time and structural resolution. 2D IR is


one of a rapidly expanding class of new ultrafast coherent


vibrational spectroscopies1–4 that are finding broad use in


studies of molecular structure and dynamics that probe pep-


tides,5 proteins,6–10 DNA,11 chemical exchange kinetics,12,13


hydrogen bonding,14,15 and rapidly initiated chemical


reactions.10,16,17 Inspired by pulsed NMR techniques, 2D IR


spreads a vibrational spectrum over two frequency axes to


reveal vibrational couplings through cross peaks. A 2D IR spec-


trum correlates the frequency of vibrational excitation ω1 (also


called ωτ or ωpump) with the frequency of detection ω3 (or ωt


or ωprobe). Diagonal peaks can be assigned to chemically dis-


tinct normal vibrational modes or eigenstates. The presence


and splitting of cross peaks characterizes the anharmonic cou-


plings between vibrations. Connectivity, distance, or orienta-


tion between chemical bonds can be extracted by modeling


vibrational couplings.18 Positive and negative amplitude fea-


tures in 2D IR spectra, corresponding to induced absorption or


stimulated emission processes in the detection step, charac-


terize the vibrational anharmonicity. Since the measurement


is made with a picosecond or faster “shutter speed”, it cap-


tures this structural information on a faster time scale than the


evolution of most protein dynamics. 2D IR diagonal and


antidiagonal line widths report on inhomogeneous and homo-


geneous broadening, respectively, and can be analyzed in


more detail to describe variance in structural parameters.19


From its first realizations, 2D IR has been applied to the


amide I backbone vibrations of proteins,20 and the method-


ology for extracting structural information about peptides and


small molecules has already been reviewed.5,18 We survey 2D


IR spectroscopy for the study of proteins, macromolecules with


so many degrees of freedom that vibrational spectroscopy is


often considered ambiguous, with emphasis on its use for


dynamics and protein-folding experiments. We provide an


introduction to amide I vibrations, which are widely studied,


collective vibrations of the protein backbone that show spec-


tral signatures for different secondary structural motifs. A dis-


tinctive feature of protein 2D IR spectra is that they can be


accurately modeled from a set of structural coordinates. We


discuss how calculating 2D IR spectra can bridge the gap


between the short time scale, atomistic data from simulation


and the coarse-grained experimental descriptions used to


model changes over decades in time.


Amide I 2D IR Spectroscopy
Amide I Vibrations. Amide group vibrations of the backbone


receive the most attention in protein IR spectroscopy because


they are native to all proteins and report on secondary con-


formation and solvation. These include amide I (primarily CO


stretch), amide II (CN stretch and NH in-plane bend), amide III


(CN stretch, NH bend, and CO in-plane bend), and amide A


(NH stretch). The amide I band (1600–1700 cm-1) is by far


the most studied because its line shape is sensitive to the type


and amount of secondary structures and is not strongly influ-


enced by side chains.21 Well-established empirical structure-
frequency correlations, summarized in Figure 1, find that �
sheets have a strong absorption band near 1630–1640 cm-1


and a weaker band at high frequencies (>1680 cm-1). The


peaks for R helices and random coils are located at 1640–


1660 and 1640–1650 cm-1, respectively.


The secondary structure sensitivity of amide I results from


coupling between amide I oscillators that leads to vibrational


states delocalized over large regions of the protein.22–24 To


illustrate, the IR-active amide I vibrational modes of ideal anti-


FIGURE 1. Amide I band in proteins: (top) empirical protein
structure-frequency relationships in the amide I region; (bottom) a
color-coded visualization of the IR active �-sheet and R-helix states
where the shading intensity is proportional to the participation ratio
of a unit oscillator and the color denotes its phase; blue and red
are 180° out-of-phase.


Amide I 2D Infrared Spectroscopy of Proteins Ganim et al.


Vol. 41, No. 3 March 2008 432-441 ACCOUNTS OF CHEMICAL RESEARCH 433







parallel (AP) � sheets and R helices are visualized in Figure 1.


The color-coded diagrams indicate the vibrational amplitude


and phase of the individual peptide oscillators within the nor-


mal modes of these secondary structures. Antiparallel � sheets


are predicted to have two dominant IR active modes. For the


intense lower frequency ν⊥ mode (also called a-), oscillators


are in-phase perpendicular to the � strands and out-of-phase


with their bonded neighbors. These relative phases are flipped


for the ν| mode (also called a+). R-Helices have two bright


states corresponding to the modes shown in Figure 1. Since


the carbonyls are aligned with the helix axis, most of the oscil-


lator strength is carried by the νA mode with all oscillators in-


phase and less by the degenerate νE1 modes whose phase


varies with a period of 3.6 residues.


Amide I 2D IR of Secondary Structure. Two-dimensional


infrared spectroscopy provides an extra level of discrimina-


tion by spreading congested FTIR spectra over an additional


dimension to correlate different spectral features. To demon-


strate, FTIR and 2D IR spectra for the three most common sec-


ondary structure motifs are shown in Figure 2. The AP �-sheet,


R-helix, and random coil states of poly(L-lysine) have served


as basis spectra for circular dichroism and exhibit FTIR peaks


with the canonical secondary structure assignments.


For AP � sheets, the amide I FTIR spectrum shows the


strong ν⊥ mode at ∼1620 cm-1 and a weaker intensity ν|
mode at ∼1680 cm-1. The corresponding 2D IR spectrum has


ν⊥ and ν| peaks along the diagonal and two off-diagonal cross


peaks. The frequency and intensity of ν⊥ is sensitive to the size


of the � sheet,6 which causes the ν⊥ /ν| splitting to increase as


the sheet grows. Due to vibrational anharmonicity, induced


absorption (positive peaks) and stimulated emission (nega-


tive peaks) appear displaced along ω1, which causes 2D IR


spectra to be asymmetric about the diagonal.


In FTIR spectra, both R helices and random coil regions


appear as a single peak. For R helices, this peak is at ∼1650


cm-1. The corresponding 2D IR spectra show a flattened “fig-


ure-8” line shape due to their composition of a νA mode at


∼1639 cm-1 and doubly degenerate νE1 modes at ∼1652


cm-1 that are typically irresolvable with natural line widths of


∼15 cm-1. Extended 310 helices are predicted to have simi-


lar νA and νE1 modes; however, this assignment is not straight-


forward in realistic 310 helices that typically appear as short


segments capping the ends of R helices.25


Unstructured proteins and random coils display a symmet-


ric peak in the FTIR spectrum at ∼1640 cm-1 that overlaps


with the R-helical region. The 2D IR signature of this disor-


der is diagonal elongation caused by the stochastic variation


in structure and hydrogen-bonding environments. The diag-


onal line width reports on inhomogeneous broadening,


whereas the antidiagonal gives the homogeneous line width.


Disordered regions in the experimental AP � sheet yield a ran-


dom coil feature in between the ν⊥ and ν| bands.


Protein 2D IR Spectra. Features from the amide I 2D IR


spectra of idealized � sheets, R helices, and random coils pre-


sented in the previous section can be seen in the variety of


protein spectra in Figure 3. The two extended � sheets in con-


canavalin A (con A) give rise to a large ∼40 cm-1 splitting


between ν⊥ and ν| and a well-defined cross peak in the top


left quadrant that is similar to those of the �-sheet form of


poly(L-lysine) (Figure 2a). An overall “Z”-shaped contour pro-


file appears for proteins with AP � sheets due to diagonal


elongation of ν⊥ with disorder, diagonal peaks at ∼1650


cm-1, and constructive interference with cross peaks in the ω1


dimension.


With decreasing �-sheet content, the splitting between ν|
and ν⊥ decreases and the ν⊥ /ν| cross-peak becomes a ridge


extending from the ν| band. This trend in splitting continues


with �-lactoglobulin and RNase A, which retain AP �-sheet fea-


tures despite twisted sheets. �-lactoglobulin, which contains an


eight-stranded � barrel, shows distinct bifurcation of the ν⊥


band. The spectrum for RNase A shows an R-helix peak along


FIGURE 2. Model secondary structures and spectra: (top) FTIR and
2D IR spectra of the three forms of poly(L-lysine) compared with
calculated FTIR and 2D IR spectra of idealized structures (bottom).
Gaussian random site energies are sampled around a mean of
1650 cm-1 for the R helix and random coil (σ ) 10 cm-1 and 12
cm-1) with a homogeneous line width of γ ) 12 cm-1 for all.
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the diagonal at 1650 cm-1. The � hairpin trpzip2 has a clear


ν| peak and a strong ridge indicative of its stability.26 Ubiq-


uitin shows the same “Z”-shape, although with smaller split-


ting, even though its five-stranded sheet contains a mixture of


AP and parallel contacts. Lysozyme, insulin, and myoglobin


display nearly identical FTIR spectra, but a comparison of their


2D IR spectra shows subtle plateaus for lysozyme both above


and below the diagonal that originate in its small sheet.


Modeling of Amide I Spectroscopy
The feature that sets 2D IR apart from other fast protein


probes is that the data can readily be calculated from an ato-


mistic structure or molecular dynamics (MD) simulation. A


parametrized model uses a structure from simulations, X-ray


crystallography, NMR, or a trial construction to assign a so-


called local amide Hamiltonian (LAH), which contains local


amide I frequencies (site energies) and vibrational couplings


between sites. The LAH is diagonalized to calculate FTIR spec-


tra or scaled to include two-quantum states and diagonalized


to calculate 2D IR spectra. This provides an avenue for com-


paring experiment and simulation in which the simulation pre-


dicts how atomistic structural changes appear in spectroscopic


data and the experiment benchmarks the dynamical validity


of computer models.


Spectral calculations are only feasible because amide I


vibrations are largely isolated from the other protein vibra-


tions and can be described as linear combinations of local


amide I vibrations at each peptide unit. The underlying phys-


ics of an amide I subspace have been known for over 30


years through the pioneering work of Miyazawa27 and


Krimm28 and were first applied to calculate FTIR spectra of


proteins by Torii and Tasumi.29 Hamm and Hochstrasser20


adapted this force field into a model useful for 2D IR by


FIGURE 3. Amide I protein 2D IR spectra: experimental FTIR and 2D IR spectra for various proteins compared with the calculated spectra for
trpzip2, ubiquitin, and insulin.
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describing amide I states as vibrational excitons. The general


features of 2D IR spectra of � sheets and R helices can be


understood by analytical models for the spectra of idealized


secondary structures (Figure 2b),6,30,31 which have produced


intuitive descriptions of the effects of amide group symmetry


layout and disorder.


For the purpose of comparing with experimental 2D IR


spectra of proteins, several groups have contributed to the


development of numerical methods required to convert tran-


sient structures into a LAH.32–40 Although harmonic molecu-


lar mechanics (MM) force fields are not accurate enough to


calculate 2D IR spectra, MM structures and electrostatics can


be used to calculate LAH matrix elements by high-level quan-


tum chemistry parametrizations. The amide I site energies, or


diagonal LAH elements, are defined by the local hydrogen-


bonding environment. Stronger hydrogen bonds to the amide


carbonyl lead to lower site energies and are quantified using


a linear correlation between the amide I frequency and the


electrostatic potential34–36,39 or electric field36,38,40 at the site.


The off-diagonal LAH elements or couplings between sites


include both through-bond and through-space interactions.


Through-space interactions can be treated with transition


dipole coupling28 or interactions between transition charges at


each atomic site of the peptide unit.33,40 Through-bond cou-


plings are parametrized from calculations on small peptides


based on backbone dihedral angles.32,34,37,40 The strongest


couplings are through-space between hydrogen-bonded con-


tacts across � strands or in R helices. A summary of the dif-


ferent approaches and a comparison of different models was


presented in ref 41.


The site energies and couplings derived from one struc-


ture cannot reproduce 2D IR line shapes without including


dynamics.41 Structural fluctuations much slower than the


amide I dephasing time of ∼1 ps appear in the spectrum as


static disorder. The most computationally efficient models


work in this static limit and treat LAH matrix elements as ran-


dom variables sampled from an appropriate distribution20,31


or by summing spectra from a distribution of protein struc-


tures.41 More accurate methods include “motional narrow-


ing” effects into line shapes by calculating Fourier transforms


of transition dipole time-correlation functions,42–44 but one


cannot treat full proteins (N > 30 residues) without simplify-


ing approximations.45 Presently, computation of 2D IR spec-


tra is limited by the O(N4) scaling of the number of two-


quantum matrix elements in protein residues.


A demonstration of 2D IR spectra calculated from molecu-


lar dynamics simulations for trpzip2, insulin, and ubiquitin


appears in Figure 3. The crystal structures are solvated and


equilibrated in explicit water, and then spectra are calculated


and summed over an ensemble of structures from short (∼2


ns) MD simulations. Frequency splittings, cross-peak ridges,


and line shapes, as well as many subtle features, are repro-


duced with accuracy sufficient to make experimental predic-


tions and assign frequency regions.


One can use spectra in agreement with experiment to


investigate the structural composition of amide I modes using


doorway mode visualization, a method we have developed24


by extending the work of Torii and Tasumi.22 The eigenstates


within a narrow frequency region are decomposed into bright


FIGURE 4. Doorway modes: Bright states are pictured for the ν⊥


vibration in concanavalin A (a) and ubiquitin (c) and the νA mode in
myoglobin (b) and ubiquitin (d) to demonstrate the delocalization
over secondary structures and separability of �-sheet and R-helical
modes. Adapted from ref 24.


FIGURE 5. Thermal unfolding 2D IR: Thermal changes in the 2D IR
of RNase A (a) and ubiquitin (b), below and above the melting
temperature and difference spectra (left, middle, and right,
respectively). Red arrows highlight the loss of diagonal features.
Purple and green arrows highlight the loss of cross peak features
above and below the diagonal.
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states that carry the IR oscillator strength, using singular value


decomposition. The contribution of each oscillator to these


modes can be visualized in a manner similar to the idealized


modes (Figure 1). Figure 4 shows bright states for the ν⊥ mode


in con A (panel a) demonstrating that the mode is delocal-


ized over the entire � sheet and it retains the symmetry prop-


erties of the idealized case. In myoglobin (Figure 4b),


asymmetrical R helix arrangements mix νA modes on differ-


ent helices. Figure 4c,d demonstrate that �-sheet and R-helix


modes in ubiquitin can roughly be separated by frequency.


Applications of Protein 2D IR Spectroscopy
Protein Unfolding. The ability of 2D IR to reveal the degree


of secondary structure contacts makes it a useful tool to study


equilibrium thermal unfolding,8,9,26 which is demonstrated


with RNase A8 (Figure 5a) and ubiquitin9 (Figure 5b). The


changes to the contour profile across the melting curve show


the loss of �-sheet modes (red arrows) and a blue shift of the


band center caused by an increase in the random coil region.


Diagonal elongation can also be seen by inspecting the (neg-


ative) overtone transition. Cross-peak ridges extending along


ω1, both above and below the diagonal (purple and green


arrows, respectively) are mostly lost upon heating, but resid-


ual �-sheet content is seen by elongation and asymmetry in


the line shapes compared with a random coil spectrum (Fig-


ure 2c).


While 2D IR provides a unique way to study equilibrium


structural changes, its picosecond time resolution makes it a


natural transient probe of photoinitiated dynamics.16,41 In the


case of folding, the ability of laser temperature jumps to cre-


ate nonequilibrium states in unstable regions of the free


energy surface can be used to characterize conformational


dynamics and folding transition states. In our view, when a ∼7


ns T-jump laser pulse heats the solvent faster than the pro-


tein can reconfigure, it shifts the free-energy bias to favor the


unfolded state and moves the barrier toward the folded state


(Hammond-Leffler principle) as illustrated in Figure 6 (left).9,46


A subensemble that was formerly in the folded well suddenly


experiences a gradient, which drives quasi-barrierless unfold-


ing on the nanosecond to microsecond time scale and is


observed as the “burst phase” in kinetics experiments. The


remainder of the ensemble equilibrates on the millisecond or


longer time scale through activated barrier crossing. The valid-


ity of this “downhill unfolding” scenario, a contested predic-


tion of energy landscape theory,47,48 would provide an


opportunity to characterize elusive transition states. We


believe this methodology is general insomuch as the folded


state encompasses some structural flexibility, which provides


an entropic handle for thermal changes in free energy.


We have studied the T-jump unfolding of ubiquitin with a


combined experimental and simulation approach.9,10 The


transient 2D IR data on nanosecond to millisecond time scales,


presented as transient difference spectra relative to the equi-


librium spectrum, are shown in Figure 6 (middle). Decreased


couplings between ubiquitin’s �-sheet modes are observed on


the fastest time scales by several signatures. The two diago-


nal ν⊥ and ν| modes of the � sheet lose intensity, and there


is a concerted rise in the random coil region. The cross-peak


ridge between these two modes also gradually decreases


FIGURE 6. Ubiquitin unfolding dynamics: (left) a schematic view of the temperature-jump unfolding experiment preparing burst phase,
downhill unfolding subensembles (A) and ensembles undergoing activated barrier crossing (B); (middle) transient 2D IR spectra at indicated
time delays after T-jump; (right) slices at ω1 ) 1640 cm-1 of the transient spectra (a) showing the blue shift in cross peak (b) and
antidiagonal line widths (c) reporting on fluctuations in the random coil and �-sheet regions after T-jump. Adapted from ref 10.
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while blue-shifting in frequency, indicating a decrease of the


amide I delocalization as a result of �-sheet unfolding. As the


sheet unfolds, increased fluctuations and solvent exposure of


the �-sheet amide groups are also characterized by increases


in homogeneous line width (Figure 6, right). The nanosecond


to microsecond nonexponential relaxation observed is con-


sistent with the expectations of a downhill unfolding


process.9,10


These transient spectral changes are in qualitative agree-


ment with structural changes observed in a T-jump ubiquitin


unfolding simulation study.49 The simulation shows a sequen-


tial loss of strands V-III-IV from the � sheet, leaving a stable


core consisting of the R helix and the N-terminal � hairpin (I-II).


In the latter stages of unfolding, the hairpin disassociates. To


provide a quantitative basis for comparison, the experimen-


tal frequency and intensity shifts were directly modeled using


the simulation.49 2D IR spectra were calculated from several


persistent structures along the strand-by-strand unfolding path-


way (Figure 7) and averaged over solvation environments. Cal-


culated transient difference spectra were in agreement with


the experimentally observed intensity changes for the �-sheet


and random coil spectral features and the frequency shift of


ν⊥ on unfolding. Although this comparison is made only to a


single unfolding trajectory, this work demonstrates the gen-


eral principles of using a structural model to interpret 2D IR


data from MD simulation and identify unfolding pathways.


Transient 2D IR techniques have also been used to watch


hydrogen-bond dynamics of a disulfide-bridged � turn.17


Structural changes following UV photolysis ascribed to �-turn


opening and radical recombination were observed on time


scales of 160 ps and 2.6 ns, respectively, and corroborated


with nonequilibrium MD simulations. This finding is signifi-


cant because it places an unusually fast limit on the inherent


dynamical time scale for opening of a � turn. Further applica-


tions of transient 2D IR spectroscopy to phototriggered pep-


tides have recently been reviewed.50


Site-Specific Amide I Spectroscopy. Although local struc-


tural information is obscured by the delocalized vibrations in


FIGURE 7. Ubiquitin unfolding dynamics: calculated 2D IR spectra for equilibrium ubiquitin, solvated snapshots corresponding to the
structures shown, and difference spectrum. Adapted from ref 10.


FIGURE 8. Thermal change in homogeneous broadening: Measurements of 2D line widths for several peaks in the 2D IR spectra of PG12-
V3V5 from 15 to 85 °C. Antidiagonal (Γ) and diagonal (σ) half-width at half-maximum of the peaks are shown with linear fits with the
following slopes: Γ-ν⊥ ) 0.040 cm-1/°C, Γ-νV3 ) 0.033 cm-1/°C, and σ-νV3 ) 0.009 cm-1/°C. Adapted from ref 53.
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the native amide I band, site-specific resolution can be recov-


ered with backbone site-specific 13C or 18O isotope labels or


both, which isolate an amide I oscillator by shifting its site


energy by 30 to 65 cm-1. A distinctive strength of isotope-


labeled 2D IR spectroscopy is the ability to independently


measure homogeneous and inhomogeneous line shape


parameters, which reveal local information on picosecond fluc-


tuations and disorder in polypeptides. For a 27-residue heli-


cal fragment of the CD3� membrane protein, individual
13Cd18O isotope labels placed at different sites along the pep-


tide quantified the sequence-dependent disorder that peaks at


the membrane-water interface.51 After incorporation of
13Cd16O isotope labels into the �-hairpin peptide trpzip2,52


comparison of the diagonal elongation indicates that struc-


tural disorder at the N-terminus is greater than that near the


�-turn. In the isotope-labeled PG12 � hairpin (Figure 8),53


the homogeneous line width corresponding to a labeled site


in the middle of the peptide was compared with the ν⊥ band


to probe thermal denaturation. The labeled site, which prima-


rily senses interstrand hydrogen bonding, shows considerably


smaller fluctuations than the main band, which also surveys


hydrogen bonding to water, and both show increased fluctu-


ations with higher temperature. Isotope-labeled 2D IR spec-


troscopy has also been demonstrated as a structural biology


tool in applications such as revealing vibrational delocaliza-


tion though tertiary contact in a pair of transmembrane heli-


cal peptides.54


Multimode 2D IR Spectroscopy. While the sensitivity of


the amide I vibration to secondary structure comprises an


important coordinate, protein folding hinges upon understand-


ing other variables such as side chain packing, hydrophobic-


ity, and solvent interactions. Correlations between backbone,


side chain, and solvent vibrations can be quantified by extend-


ing 2D IR to probe multiple vibrational regions. The amide II


vibration is an effective solvent probe because it red shifts 100


cm-1 upon deuteration of the amide group (amide II′). This


feature has been used to report on solvent accessibility and


structural stability in proteins through the use of hydrogen/


deuterium (H/D) exchange 2D IR spectroscopy.55 Figure 9


shows the selectivity of the amide I/II cross peak to rigid sec-


ondary structures by correlating the structure sensitivity of


amide I with the solvent-exposure sensitivity of amide II. The


presence and position of amide I/II cross peaks for con A and


myoglobin in D2O indicate that protons in their stable second-


ary structures do not exchange rapidly, as random coil regions


do. In the case of ubiquitin, an amide I/II cross peak to the


R-helical region of the amide I spectrum indicates that the pro-


tons of the helix remain tightly bound, whereas those of the


� sheet are labile.


From these types of experiments, one can imagine a num-


ber of 2D IR experiments that more critically address the


nature of protein-water interactions. Through the use of iso-


topic labels and solvent mixtures, it is possible to perform mul-


timode 2D IR probes of water–protein hydrogen bonds at a


site-specific level or indirect observations of solvent exposure


through H/D exchange on amide II and II′ modes. Implement-


ing these model experiments56,57 into equilibrium and fold-


ing studies on proteins would expand the types of questions


that 2D IR can answer.


Outlook
Protein 2D IR spectroscopy remains a developing technique,


yet it has matured enough to impact a variety of problems in


protein structure, dynamics, and kinetics. The combination of


fast time resolution with vibrational structure resolution makes


2D IR an excellent choice for understanding protein dynam-


FIGURE 9. hydrogen–deuterium exchange 2D IR: partially exchanged 2D IR spectra at 5 °C in the amide I/I′/II region of concanavalin A (a),
ubiquitin (b), and myoglobin (c) with arginine side chain vibrations at 1570–1580 cm-1. Unexchanged structural motifs show an amide I/II
cross-peak. Adapted from ref 55.
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ics. Amide I 2D IR spectroscopy allows for the study of real-


time conformational changes in a protein ensemble for


problems including folding, binding of substrates, dimeriza-


tion, and aggregation. Spectroscopy on vibrations of prosthetic


groups, side chains, and substrates provide an avenue for


investigating local conformational changes and enzyme


dynamics.


2D IR spectroscopy has the capability to provide detailed


benchmarks for simulation. Transient 2D IR probes conforma-


tional dynamics on MD protein folding time scales, which can


test mechanisms rather than thermodynamics or kinetics.


Increasingly, accurate calculated 2D IR spectra have begun to


pave the way for experiments to provide constructive feed-


back to MD force field developers.58 We hope to see new effi-


cient algorithms for calculating spectra and expanded


parametrizations to model proline, side chains, and coupling


to water modes and other amide backbone vibrations.


Continued advances are still needed to expand the scope


of problems 2D IR can address. Efforts must be directed


toward revealing more detailed structural data on proteins uti-


lizing isotope labeling, labeling with vibrational chromophores,


and multimode 2D IR techniques. New fast triggers for dynam-


ical processes in proteins are required to take full advantage


of the time resolution of 2D IR spectroscopy. With develop-


ment of multimode probes that correlate protein-water con-


figurations, 2D IR is uniquely suited to characterize the nature


of protein-water interactions at hydrophobic and hydrophilic


interfaces. Advances into the above directions promise to


establish a new framework for understanding the dynamics of


proteins.
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C O N S P E C T U S


Biological function depends on molecular dynamics that lead
to excursions from highly populated ground states to much


less populated excited states. The low populations and the tran-
sient formation of such excited states render them invisible to
the conventional methods of structural biology. Thus, while
detailed pictures of ground-state structures of biomolecules have
emerged over the years, largely through X-ray diffraction and
solution nuclear magnetic resonance (NMR) spectroscopy stud-
ies, much less structural data has been accumulated on the con-
formational properties of the invisible excited states that are
necessary to fully explain function. NMR spectroscopy is a pow-
erful tool for studying conformational dynamics because it is
sensitive to dynamics over a wide range of time scales, extend-
ing from picoseconds to seconds and because information is, in
principle, available at nearly every position in the molecule. Here
an NMR method for quantifying millisecond time scale dynam-
ics that involve transitions between different molecular conformations is described. The basic experimental approach, termed relax-
ation dispersion NMR spectroscopy, is outlined to provide the reader with an intuitive feel for the technology. A variety of different
experiments that probe conformational exchange at different sites in proteins are described, including a brief summary of data-
fitting procedures to extract both the kinetic and thermodynamic properties of the exchange process and the structural features
of the invisible excited states along the exchange pathway. It is shown that the methodology facilitates detection of intermedi-
ates and other excited states that are populated at low levels, 0.5% or higher, that cannot be observed directly in spectra, so long
as they exchange with the observable ground state of the protein on the millisecond time scale. The power of the methodology
is illustrated by a detailed application to the study of protein folding of the small modular SH3 domain. The kinetics and ther-
modynamics that describe the folding of this domain have been characterized through the effects of temperature, pressure, side-
chain deuteration, and mutation, and the structural features of a low-populated folding intermediate have been assessed. Despite
the fact that many previous studies have shown that SH3 domains fold via a two-state mechanism, the NMR methods presented
unequivocally establish the presence of an on-pathway folding intermediate. The unique capabilities of NMR relaxation disper-
sion follow from the fact that large numbers of residues can be probed individually in a single experiment. By contrast, many other
forms of spectroscopy monitor properties that are averaged over all residues in the molecule or that make use of only one or
two reporters. The NMR methodology is not limited to protein folding, and applications to enzymatic catalysis, binding, and molec-
ular recognition are beginning to emerge.


Introduction


It is becoming increasingly clear that a detailed


understanding of molecular function requires not


only high-resolution structural information of the


sort that can be obtained through X-ray diffrac-


tion or NMR studies but also a quantitative char-


acterization of how structure changes with time. In
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the case of proteins, in particular, dynamics have been impli-


cated in many aspects of function, including molecular recog-


nition and signaling,1 folding,2,3 enzymatic catalysis,4,5 and


allostery.6 Many of the structural changes involve conversion


to low-populated and transient conformers that are extremely


difficult to study using conventional biophysical tools. Herein


we describe a solution-based NMR technique that can pro-


vide atomic resolution studies of millisecond time scale confor-


mational transitions in proteins, termed Carr-Purcell-
Meiboom-Gill (CPMG) relaxation dispersion NMR.7 Advances in


the development of 1H, 15N, and 13C NMR relaxation dispersion


experiments that probe millisecond conformational exchange at


nearly every site in suitably labeled proteins have recently


allowed detailed quantitative studies of processes involving mul-
tiple low-populated states.2,5,8,9 In cases where exchange is


between a ground state and “excited” states that are populated


at levels of 0.5% or higher with rates of exchange on the order


of a few hundred to several thousand per second, the relaxation


data measured for multiple nuclei often allow complete kinetic
and thermodynamic characterization of the exchange process,


even though the resonances of the “excited” states cannot be


directly observed in NMR spectra. Additionally, relaxation disper-


sion data report NMR chemical shift differences between states,


providing structural information on the low-populated “excited”


species.2


In what follows, we review CPMG relaxation dispersion


methods for studies of millisecond time scale dynamics in pro-


teins that have been developed over the past few years.10–17


The basic principles behind such experiments are described,


along with a brief survey of the different approaches that have


become available, allowing measurement of dynamics at dif-


ferent positions in proteins. Subsequently, an application of


the methodology to the characterization of the folding path-


way of the SH3 domain,1 which has served as a model sys-


tem in many laboratories, is described. Studies of folding/


unfolding as a function of temperature,2,18,19 pressure,20


mutation,2,21,22 and levels of protein deuteration23 have pro-


vided a detailed picture of the folding pathway, along with a


description of an “invisible” intermediate that is formed dur-


ing the folding process. The work provides an example of the


power of relaxation dispersion for the study of “excited” states


that can include but are not restricted to those formed dur-


ing protein folding.


CPMG-Based NMR Relaxation Dispersion
Methods
The Experimental Approach. A basic understanding of this


class of experiment builds upon the idea of a “spin–echo” that


was first described by Erwin Hahn in 1950 and has since


become important in much of NMR and indeed in other spec-


troscopies as well. Although a complete description of many


NMR experiments requires quantum mechanics, much insight


can be obtained from a classical picture in which the macro-


scopic nuclear magnetization at equilibrium is represented by


a vector that aligns along an axis (Z) that is collinear with the


magnetic field, H0, Figure 1a. Application of a radio frequency


pulse at the appropriate frequency rotates the magnetization


vector away from the Z-axis, toward the X-Y plane, and if a


90y° pulse is applied, the magnetization is placed along the


X-axis. Subsequently, magnetization rotates about the Z-axis


with a characteristic angular frequency Ω; in the example con-


sidered in Figure 1a, there are two such components (red and


blue), each with discrete resonance frequencies. Over time


each magnetization component will accrue a phase, �, with


respect to the X-axis, given by � ) Ωt. In the basic spin–echo


experiment, Figure 1b, a τ-180x°-τ block is added after the


90y° pulse, followed by signal acquisition. During the first τ ele-


ment, magnetization in each of the red and blue states


FIGURE 1. The physical basis underlying CPMG relaxation dispersion NMR spectroscopy, as described in the text.
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acquires phase �A ) ΩAτ and �B ) ΩBτ, respectively, so that


a plot of � vs t is linear, with slope Ω (Figure 1b, middle). At


t ) τ, a “refocusing” 180x° pulse is applied that inverts the


phase of the magnetization and the phase then “builds-up”


again during the second τ period so that the net phase is zero


at t ) 2τ, giving rise to an ordering of magnetization along the


X-axis referred to as a spin–echo. Now suppose that the red


and blue magnetization components derive from a single


NMR active probe (a 1H, 13C, or 15N nucleus, for example) on


a molecule that exchanges stochastically between two dis-


tinct conformations. If the exchange of conformations leads to


a difference in the magnetic environment of the probe, cor-


responding to resonance frequencies ΩA, ΩB, then a plot of �
vs t might look like one of those shown in Figure 1b, bottom,


where because each magnetization component generally


acquires a different phase before and after the refocusing


pulse, �(2τ) * 0. Different �(t) profiles would be observed for


different molecules since the process of exchange is random,


and because the net signal is given by the sum of �(2τ) over


all molecules, the intensity would be reduced relative to the


case of no exchange.


CPMG-type dispersion experiments exploit multiple-echo


refocusing pulse sequences with the prototype experiment for


studies of an isolated single spin consisting of a 90y° pulse fol-


lowed by an even number of repeats of the τ-180x°-τ block


(Figure 1c). The frequency of application of 180x° pulses in the


CPMG sequence, 1/(4τ), is called the CPMG frequency, νCPMG.


Qualitatively, if the rate of molecular exchange is slow com-


pared with νCPMG, magnetization is nearly completely restored


along the X-axis after each block, so the amplitude of consec-


utive spin–echoes is little affected by the exchange process.


In contrast, as the exchange events become on the order of


νCPMG, the CPMG sequence becomes less effective at refocus-


ing leading to a decay of the spin–echo amplitude. In gen-


eral, relaxation dispersion is the dependence of the rate of


magnetization decay during the CPMG sequence, R2,eff, on


νCPMG. In practice, R2,eff rates are quantified from peak inten-


sities in NMR spectra recorded with different numbers of


repeats of the τ-180x°-τ CPMG block, as described previous-


ly.17 In most cases, the molecule of interest exists in one


highly populated ground state, occasionally visiting a num-


ber of exited minor states, and only the resonances of the


ground state are observed.


NMR relaxation dispersion profiles R2,eff(νCPMG) provide sen-


sitive measures of conformational/chemical exchange pro-


cesses allowing extraction of populations of exchanging states


(pn), rates of transitions between states (kmn), and absolute val-


ues of frequency differences between states |∆ωmn| ) |ωm -
ωn| (or, equivalently, chemical shift differences in ppm |∆ω̃mn|)


for each pair of exchanging states m and n. All of the param-


eters mentioned above can be obtained by a least-squares fit


of experimental relaxation dispersion data (i) to approximate


expressions (which are available for two-state exchange only)


or (ii) by solving the Bloch-McConnell equations numerically


for a given chemical exchange model.7 In most cases,


exchange contributions to R2,eff decrease with increasing νCPMG


(see Figure 1). In the absence of exchange or in the case of


∆ω̃mn ) 0, R2,eff rates are independent of νCPMG, so that the


measured relaxation dispersion profiles are flat.


Relaxation Dispersion Experiments for Backbone
Amide Groups and Beyond. New strategies for biosynthetic


labeling of proteins with NMR active isotopes and concomi-


FIGURE 2. (a) Energy-level diagram for a two-spin 1H-15N spin system showing four transitions that can be used to probe microsecond to
millisecond exchange events along with experimental data (b, c) from the amide group of Glu11 measured in an 15N/2H-labeled sample of
the G48M Fyn SH3 domain27 (shown with the same colors as the corresponding transitions). Each relaxation dispersion profile is annotated
with the chemical shift difference(s) to which it is sensitive.
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tant multinuclear, multidimensional NMR techniques have


facilitated the investigation of conformational exchange in


many sites in proteins using 15N, 13C, and 1H nuclei as probes.


Although based on the original spin–echo and CPMG


approaches that were designed for studies involving isolated


single spins (Figure 1), most NMR experiments for protein


applications are more complicated due to manipulations of


magnetization derived from heteronuclear multiple-spin sys-


tems. From the complexity emerges certain advantages, how-


ever, since it is possible to design experiments that exploit


different NMR transitions (qualitatively, different types of sig-


nal) to probe conformational exchange. For example, Figure


2a shows an energy-level diagram for the backbone 1H-15N


spin pair, highlighting with arrows the transitions that can be


exploited as sensitive probes of microsecond to millisecond


exchange. Relaxation dispersions profiles that are based on


these different transitions,10–12 Figure 2b, or linear combina-


tions of transitions,13 Figure 2c, are described by the same


functional dependence on the exchange parameters13 but


have different shapes because they are sensitive to either pro-


ton or nitrogen chemical shift differences between states,


∆ω̃H,mn or ∆ω̃N,mn, respectively, or both.


CPMG-type relaxation dispersion experiments that exploit


different spin coherences in multiple-spin systems have also


been designed for a number of other protein groups. For


example, 13C CPMG experiments were proposed for quantifi-


cation of exchange using 13CR (ref 3) and carbonyl14 nuclei as


well as methyl groups,15,16 and 15N schemes have been pro-


posed for measurements involving side-chain 15NH2 moi-


eties.17 In contrast to relaxation dispersion experiments for the


study of backbone amide groups that can be measured in uni-


formly 15N-labeled protein samples, experiments that exploit
13C as a probe generally require more elaborate isotope label-


ing, as described in the primary literature.24–26


Model Selection. Extraction of kinetic and thermodynamic


parameters describing conformational exchange events,


including chemical shift changes between the exchanging


states, is based on fits of R2,eff(νCPMG) to theoretical models.


However, often the underlying process giving rise to the


observed exchange event is not known a priori, and hence


the appropriate exchange model is unclear. In many cases, the


“appropriateness” of a given model is based on goodness of


fit criteria; nevertheless, high-quality data fits are not proof of


the validity of a given model. The majority of CPMG-type dis-


persion studies of proteins published to date have involved


data analysis under the assumption of two-state exchange,


even though the underlying dynamics may be more complex.


Typically, relaxation dispersion profiles from a single probe


(for example, a given 15N or 13C nucleus) are not sufficiently


sensitive for discrimination between two-state and more com-


plex exchange models,2,27 unless the exchange process is


described by kinetic constants that differ by an order of mag-


nitude or more.8 Characterization of complex multisite dynam-


ics is possible, at least in some cases, from a combined


analysis of relaxation dispersion data involving multiple


probes within the context of a global exchange model (all data


fit to a single model to extract kinetic parameters describing


the exchange process). In many cases, it is also useful to glo-


bally fit the data recorded over a range of experimental con-


ditions, such as temperature,2,18,19 pressure,20 or substrate


concentration (for binding reactions).9 In temperature- or pres-


sure-dependent studies, the robustness of data fitting can be


improved by assuming that (i) the temperature or pressure


dependence of exchange rate constants follows transition-


state theory and (ii) the chemical shift differences between


states are independent of temperature or pressure.7


Studying Protein Folding by Relaxation
Dispersion NMR
Why NMR? In the past few years CPMG-type relaxation dis-


persion methods have emerged as an ideal tool for studies of


folding/unfolding transitions in marginally stable wild-type


proteins and destabilized protein mutants that fold on the mil-


lisecond time scale, so long as the “excited” states that partic-


ipate in the folding reaction, unfolded (U) and intermediate (I)


states, are 1–3 kcal/mol higher in free energy than the


“ground” folded state (F). Under these conditions, the fractional


populations of U and I are in the range of 0.5–10%. Typi-


cally, most 1H, 15N, and 13C nuclei exhibit substantial chem-


ical shift changes upon protein folding that give rise to large


dispersion curves, thus providing multiple independent NMR


probes of the folding process. Since the folding event involves


all residues in a protein, relaxation dispersion profiles for all


nuclei and spin coherences measured in different CPMG-type


experiments report on the same exchange process and, there-


fore, can be analyzed together within the frame of global


exchange models. Combined analysis of extensive data sets


measured at several magnetic fields or under multiple sets of


conditions involving different temperatures or pressures or


both, for example, allows effective discrimination between


two-state and more complex folding models.2,18–20,23,27


Because chemical shift differences are extracted simulta-


neously with rates during the fitting process and because


chemical shifts provide unique spectroscopic signatures of


each of the exchanging states, it is possible to establish
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whether an intermediate is on- or off-pathway, in the case of


a three-state folding process, even for I states that are popu-


lated at levels as low as 0.5%. This is much more difficult to


ascertain using other spectroscopic methods where both rates


and amplitudes of changes must be measured and where


spectroscopic profiles of each of the states must be known (flu-


orescence yields, extinction coefficients, etc). A further advan-


tage is that the NMR experiment can be performed in aqueous


solution, unlike other methods that require quantification of


exchange rates as a function of denaturant.


Folding of SH3 Domains. SH3 domains1 are small (about


60 residue) protein modules that fold into five-stranded


�-sandwiches composed of two orthogonal �-sheets. They


have been studied in detail using numerous equilibrium and


kinetic biophysical techniques,28 showing that they fold


reversibly in a two-state manner. For example, stopped-flow


fluorescence studies establish that the wild-type Fyn SH3


domain folds with a rate of 80 per second and with a sta-


bility of 4.2 kcal/mol.21 A series of mutations at position


Gly48 have been shown to both destabilize the protein and


accelerate its folding rate by approximately 10-fold.21


These mutants have unfolding free-energies (∆GUF) of 1–3


kcal/mol and folding rates of up to 1000 per second, well


within the window that is amenable for study by NMR relax-


ation dispersion methods. An initial comparative analysis of


seven Gly48 mutants that were examined by both NMR and


stopped-flow methods showed that ∆GUF values measured


by the two approaches differed by <0.15 kcal/mol on aver-


FIGURE 3. (a) 1H-15N correlation map of 15N-labeled, protonated G48M Fyn SH3, 25 °C, along with typical 15N relaxation dispersion
profiles as a function of temperature and magnetic field strength (18.8 T, red; 14.1 T, green; 11.7 T, blue). Shown with solid lines are best fits
to a global three-state exchange model. (b) Distributions of the apparent two-state folding and unfolding rates, kf and ku, for individual
amide groups of G48M and G48V mutants of the Fyn SH3 domain obtained as described previously.2 (c) Temperature dependencies of
populations of I and U states, pI and pU, and rates of interconversion between states, kex,IF (IF) and kex,UI (UI) for the G48M and G48V Fyn
SH3 domains from global fits of 15N relaxation dispersion data to a three-state exchange model, U T I T F. Portions of figure from
Korzhnev et al.2
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age,21 establishing the accuracy of the NMR technique.


However, as we show below, the NMR method can provide


insight beyond that available using conventional methodo-


logies.


We have analyzed a pair of Fyn SH3 domain mutants,


G48M and G48V.2 Figure 3a shows the 1H-15N correlation


map of the G48M domain where each correlation corresponds


to a backbone amide site. Notably, only correlations are


observed from the folded state of the protein; however “invis-


ible” excited states are nonetheless present since large 15N


relaxation dispersion profiles are observed for over 40 resi-


dues in data sets recorded at three magnetic fields and a


range of temperatures, as shown for Thr44 of the G48M Fyn


SH3 domain. Dispersion profiles like those in Figure 3a were


initially fit on a per-residue basis to a model of two-state


exchange; if such a model is appropriate, then very similar kf


(ku) values would be obtained for each residue. That this is not


the case is illustrated in Figure 3b, where kf rates differ by as


much as an order of magnitude for residues in both G48M


and G48V. Not surprisingly, unsatisfactory fits were obtained


from a global analysis of temperature-dependent CPMG dis-


persion data from all residues using a two-state model. By


contrast, a global three-state model,


U y\z
kUI


kIU


I y\z
kIF


kFI


F


involving the formation of an on-pathway intermediate state,


I, fit all of the data well (solid lines in dispersion profiles, Fig-


ure 3a), with the chemical shifts extracted for the U state


agreeing with random-coil values, establishing that the


exchange event is indeed a folding/unfolding equilibrium. Fig-


ure 3c shows the populations of each state as a function of


temperature, along with the temperature dependence of kex


(UI ) kUI + kIU, IF ) kIF + kFI) for the two mutants.


The observation via relaxation dispersion NMR of a fold-


ing intermediate that was not detected using other more


established approaches illustrates the power of the disper-


sion methodology and the important role that NMR can play


in studies of protein folding. This fact notwithstanding one


could argue that the observed I state is of limited interest


because it has been detected in mutants involving a highly


conserved residue. To address this issue and to establish that


FIGURE 4. Ratios of 15N chemical shift differences |∆| ) |∆ω̃FI/∆ω̃FU| for (a) G48V Abp1p SH3,18 (b) G48V Fyn SH3, and (c) G48M Fyn SH3
domains2 color coded on structures of the wild-type proteins, where each sphere in the diagram is a backbone amide nitrogen position (top
plots). Bottom plots in panels b and c show ribbon representations of 25 structures that model the ensembles of the I states of G48V and
G48M Fyn SH3 calculated based on experimental ∆ ratios. Modified from Korzhnev et al.2,18
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the I state folding intermediate is not unique to the Fyn SH3


domain, we performed additional temperature-dependent 15N


studies on a pair of SH3 domains,18,19 including (i) an A39V/


N53P/V55L triple mutant of the Fyn SH3 module where the


conserved Gly48 residue is retained and (ii) a fast-folding


G48V mutant of a stabilized form of the Abp1p SH3 domain


where 64% of the sequence is distinct from that of the Fyn


SH3 module. Relaxation dispersion experiments indicate con-


clusively that both of these systems fold through an on-path-


way intermediate populated at a level of 1–2% at 40 °C,


supporting the notion that the U T I T F pathway is a con-


served feature of SH3 domain folding.


Structures of Low-Lying Excited States from Chem-
ical Shifts. Chemical shifts are very sensitive probes of struc-


ture, and there are exciting recent developments in the use of


such shifts in de novo structure calculations of folded pro-


teins.29 Chemical shifts are also useful in providing a qualita-


tive description of structure formation in the excited states, U


and I, that are obtained from fits of dispersion data. In one


approach, chemical shifts in the intermediate I are referenced


to those in states F and U by calculating ∆ ) ∆ω̃FI/∆ω̃FU. If a


set of residues that are either close in primary sequence or


proximal in the native state have similar chemical shifts in I


and F (∆ ) 0), then it is highly probably that they have a


native-like arrangement in the I state. By contrast, if a contin-


uous stretch of residues has similar chemical shifts in I and U


(∆ ) 1), one can conclude that this region is disordered in the


intermediate state. For example, Figure 4 shows 15N |∆| ratios


for G48V Abp1p SH318 (a) and G48 mutants of the Fyn SH3


domain2 (b, c) mapped onto structures of the corresponding


folded proteins. It is also possible to generate conformational


ensembles of I using a biased molecular dynamics protocol30


where the experimental 15N ∆ ratios are used as restraints, as


illustrated for both G48M and G48V Fyn SH3 (Figure 4b,c, bot-


tom).2 Both of the “representations” in Figure 4b,c show struc-


ture formation in the �3-�4 hairpin (distal loop) and in a


portion of strands �2, �3, and �4, although there are clear dif-


ferences in the extent of “native-like” structure that has been


formed in each intermediate.


NMR Based �-Value Analysis of Intermediate and


Transitions States. A very powerful method for assessing the


formation of interactions along protein folding pathways


involves quantifying how the energy of each state varies upon


mutation by �-value analysis.31 In this approach the one-di-


mensional free-energy landscape that characterizes the fold-


ing reaction is obtained for the wild-type and a series of


mutant proteins, and the ratio �A ) ∆∆GAU/∆∆GFU is calcu-


lated (see Figure 5a). If the stabilities of states A () TS1, I, and


TS2) and F are equally affected by mutation (�A ) 1) this pro-


vides strong evidence for the formation of native-like con-


tacts in state A at the site of mutation, while if �A ) 0, then


the site is as disordered in state A as it is in the U state. Val-


ues of �A * 1 are more difficult to interpret but can be ana-


lyzed rigorously providing that the appropriate mutations are


made.32 A distinct advantage of �-value analysis via NMR


relaxation dispersion measurements is that accurate kinetic


constants, kmn, can be obtained, from which the free-energy


landscape is constructed (Figure 5a), even for three-site fold-


ing reactions that proceed through low-populated intermedi-


ate states. Indeed, values of ∆∆G as small as 0.25 kcal/mol


could be measured precisely.19,22


Figure 5b shows results obtained from �-value analysis at


two positions in the A39V/N53P/V55L Fyn SH3 domain.


Thr47 is surface-exposed and located at the N-terminus of �4;


�A values for the T47S replacement are close to 1, indicat-


ing that native-like contacts are formed early during folding


and that such interactions are maintained throughout the fold-


ing process. By contrast, the � profile for the hydrophobic core


mutation, F20L, is more complex. The low �TS1 value indi-


cates “unfolded-like” structure at position 20 early on, while


�I ) 0.73 can be interpreted, based on a large body of data


not described here,19,22 as reflecting a compact intermediate


with formation of at least some non-native interactions. These


FIGURE 5. (a) Calculation of � values for intermediate and
transition states along a three-state folding pathway, U T I T F,
from changes in free energies upon mutation, ∆GA (here A denotes
one of F, TS1, I, TS2, or U). (b) Changes in free-energy differences
∆∆GAU)∆GA - ∆GU for various states along a three-state folding
pathway of A39V/N53P/V55L Fyn SH3 caused by T47S (green) and
F20L (red) mutations, along with �A ) ∆∆GAU/∆∆GFU values for
corresponding intermediate and transition states.
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“incorrect” interactions must subsequently be broken prior to


formation of the F state, giving rise to a lower value of �TS2.


Thermodynamic Properties of Intermediate and
Transition States. The change in free energy between states


m and n, ∆Gmn (Gm - Gn), can be decomposed into contribu-


tions from enthalpy, ∆Hmn, and entropy, ∆Smn, through tem-


perature-dependent studies of folding/unfolding kinetics.31


Figure 6a shows the one-dimensional folding energy land-


scape obtained from an analysis of temperature-dependent
15N CPMG relaxation dispersion data recorded on G48V


mutants of the Abp1p and Fyn SH3 domains.2,18 Not surpris-


ingly, the relatively small free-energy difference between U


and F states of both proteins (∆GUF ≈ 2 kcal/mol) is the result


of larger mutually compensating enthalpic, ∆HUF, and entropic,


T∆SUF, terms. This delicate balance is an example of classical


entropy/enthalpy compensation caused by a significant loss in


configurational entropy of the polypeptide chain upon fold-


ing and a decrease in enthalpy upon folding due to the for-


mation of favorable contacts between protein groups.31


Complicating the interpretation of the macroscopic thermody-


namic parameters is the contribution from solvent, since


depending on the temperature, for example, the loss in


entropy associated with chain compaction can be well com-


pensated by a gain due to release of water. The compensat-


ing enthalpic and entropic terms are expected to increase with


temperature due to a large positive heat capacity difference


between U and F states that originates primarily from the


increased level of hydration in the unfolded state.31 Such an


effect has been observed in a comparison of ∆HUF and T∆SUF


measured for the Abp1p and Fyn SH3 domains, where val-


ues for the Abp1p SH3 domain at 43 °C are significantly larger


than those obtained for the Fyn SH3 domain at 17.5 °C (Fig-


ure 6a).


Pressure is an important variable that can be used to obtain


volumetric properties of various states along the protein fold-


ing pathway, providing insight into chain hydration and pack-


ing. Figure 6b shows the partial molar volume profile for the


G48M Fyn SH3 domain obtained in a pressure-dependent 15N


CPMG relaxation dispersion study of this protein.20 In gen-


eral, the application of increasing pressure destabilizes pro-


teins since the protein–solvent system occupies a smaller


volume when the protein is in the unfolded state. This is attrib-


uted to (i) a decrease in the intrinsic protein volume upon


unfolding due to the elimination of microcavities and pack-


ing defects that may exist in the folded state and (ii) a


decrease in hydration volume upon unfolding due to an


FIGURE 6. (a) One-dimensional free-energy profiles (green), along with the enthalpic (red) and entropic (blue) contributions along the folding
pathway of G48V Abp1p SH318 (left panel) and G48V Fyn SH32 (right panel) domains and (b) partial molar volume, V, along the folding
pathway of G48M Fyn SH3. Details of data analysis and parameters used are given in the original references.20 Modified from Korzhnev et
al.18 and Bezsonova et al.20


FIGURE 7. (a) Isoleucine (δ1), leucine, and valine methyl chemical shift differences, ∆ω̃UI, as a function of ∆ω̃UF obtained from analysis of
methyl relaxation dispersion data recorded on a sample of a highly deuterated, isoleucine, leucine, and valine methyl protonated G48M Fyn
SH3 domain, 25 °C (the sample was also protonated in the side-chain positions of phenylalanine and tryptophan).23 (b) Free-energy profiles
along the folding pathway of a fully deuterated (2H),27 partially deuterated (1H/2H; labeling as described in panel a),23 and fully protonated
(1H) G48M Fyn SH3 domain,2 25 °C. Modified from Mittermaier et al.23
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increase of the solvent shell around the protein where the


water molecules are more tightly packed than in bulk water.33


As expected, the volume of the protein–solvent system


increases gradually along the folding trajectory of the G48M


Fyn SH3 domain, with the intermediate state occupying a vol-


ume larger than that of U but smaller than that of F. Since the


intermediate state is thought to be more loosely packed than


the folded conformer (leading potentially to a larger intrinsic
protein volume for I relative to F) the fact that VI < VF argues


that I is hydrated, with the compensation between protein and


solvent volumes discussed above producing the observed net
volume profile of the protein-solvent system, Figure 6b.


Side-Chain Interactions along Protein Folding Path-
ways. As described above, dispersion studies of protein fold-


ing are not restricted to backbone probes that are sensitive to


secondary structure formation during folding. Robust meth-


ods have also been developed for methyl groups that gener-


ate complementary information by providing insight into


formation of tertiary interactions.15,16 Figure 7a shows a plot


of the 13C methyl chemical shift differences between states I


and U (∆ω̃UI) correlated with differences between states F and


U (∆ω̃UF) for the G48M Fyn SH3 domain. These shifts were


obtained from a relaxation dispersion study involving a sam-


ple in which the isoleucine (δ1), leucine, and valine methyl


groups were “13CH3”-labeled in an otherwise highly deuter-


ated protein environment.23 Shown also is a line correspond-


ing to ∆ω̃UI ) ∆ω̃UF. Clearly the methyl 13C shifts of the I state


are “U-like” suggesting that the side chains in this state are


highly dynamic and that stable, long-lived tertiary interactions


are not present and hence are only formed during the final


stages of the folding trajectory. Dynamic side chains can still


make contributions to stability as illustrated in Figure 7b


where the folding energy landscape for the G48M Fyn SH3


domain is shown as a function of protein deuteration level. It


is well-known that deuteration decreases the strength of van


der Waals (VDW) interactions; hence, by following the reac-


tion kinetics vs deuteration, it is possible to quantify forma-


tion of VDW interactions during folding.23 For example, the


decrease in stability of TS1 with deuteration suggests that


there are some side-chain interactions in the early stages of


folding, but because the side chains are most likely very


dynamic (Figure 7a), these interactions are of a very diffuse


nature. Interestingly, the rate of transition from I to F increases


with deuteration. This is consistent with the picture that


emerges from �-value analysis (see above) in which non-na-


tive structure formed in the I state must be broken prior to the


correct assembly. Since deuteration weakens VDW interac-


tions, the transition from non-native to native-like structure is


most easily accomplished in a deuterated molecule, account-


ing for the acceleration in rate observed experimentally. In


summary, the kinetic, thermodynamic, and structural data


described above argue for a “molten-globule-like” folding


intermediate in SH3 domains with a partially structured back-


bone and a collapsed yet highly mobile hydrophobic core.


Concluding Remarks
We have described NMR relaxation dispersion methodology


for studies of millisecond time scale multistate exchange pro-


cesses in proteins and presented one application involving the


structural and thermodynamic characterization of the SH3


domain folding pathway. Folding of SH3 domains proceeds


through the formation of a low-populated on-pathway inter-


mediate that cannot be observed directly in even the most


sensitive of NMR experiments. Nevertheless, by manipulations


involving temperature, pressure, amino-acid substitution, and


different labeling strategies, including variable levels of deu-


teration, it is possible to “visualize” these invisible excited


states and to characterize them in a detailed manner. It is


anticipated that the strategies presented here will be applica-


ble to the study of other protein folding trajectories and


beyond folding to a large number of important biomolecular


conformational processes.
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C O N S P E C T U S


Mechanistic photodissociation of a polyatomic
molecule has long been regarded as an


intellectually challenging area of chemical phys-
ics, the results of which are relevant to atmo-
spheric chemistry, biological systems, and many
application fields. Carbonyl compounds play a
unique role in the development of our understand-
ing of the spectroscopy, photochemistry, and pho-
tophysics of polyatomic molecules and their
photodissociation has been the subject of numer-
ous studies over many decades. Upon irradiation, a molecule can undergo internal conversion (IC) and intersystem cross-
ing (ISC) processes, besides photochemical and other photophysical processes. Transient intermediates formed in the IC and
ISC radiationless processes, which are termed “dark”, are not amenable to detection by conventional light absorption or emis-
sion. However, these dark intermediates play critical roles in IC and ISC processes and thus are essential to understanding
mechanistic photochemistry of a polyatomic molecule. We have applied the multiconfiguration complete active space self-
consistent field (CASSCF) method to determine the dark transient structures involved in radiationless processes for acetophe-
none and the related aromatic carbonyl compounds. The electronic and geometric structures predicted for the dark states
are in a good agreement with those determined by ultrafast electron diffraction experiments. Intersection structure of dif-
ferent electronic states provides a very efficient “funnel” for the IC or ISC process. However, experimental determination of
the intersection structure involved in radiationless transitions of a polyatomic molecule is impossible at present. We have
discovered a minimum energy crossing point among the three potential energy surfaces (S1, T1, and T2) that appears to
be common to a wide variety of aromatic carbonyl compounds with a constant structure. This new type of crossing point
holds the key to understanding much about radiationless processes after photoexcitation of aromatic carbonyl compounds.
The importance of ab initio determination of transient structures in the photodissociation dynamics has been demon-
strated for the case of the aromatic carbonyl compounds. In addition, the detailed knowledge of mechanistic photochem-
istry for aromatic carbonyl compounds forms the basis for further investigating photodissociation dynamics of a polyatomic
molecule.


Introduction


Mechanistic photochemistry of a polyatomic mole-


cule has long been regarded as an intellectually


challenging area of chemical physics,1 the results of


which are relevant to atmospheric chemistry,2–4 bio-


logical systems,5–7 and some other processes.8–10


Photodissociation of carbonyl compounds has


served as the basis for developing new experi-


mental methods for direct observation of transient


intermediates11–13 and for discovering new mech-


anisms of photochemical reactions.14,15 Photoex-


citation (nf π*) of a ketone from the ground state


(S0) to its first excited singlet state (S1) may lead to


breakage of a bond R to the carbonyl group,


which is known as Norrish type I reaction. When


a ketone contains γ-CsH bonds, the 1,5-hydro-


gen shift reaction can also take place, yielding a
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1,4-biradical. This biradical can either react by cleavage or by


cyclization or undergo back-hydrogen transfer to yield the


starting material. These processes are referred to as Norrish


type II reaction.16 It was suggested in early experimental stud-


ies that the weaker of the two R-CsC bonds is cleaved pref-


erentially upon nf π* excitation of asymmetrically substituted


aliphatic ketones. However, the stronger R bond was observed


to break preferentially in recent experiments.17,18 A series of


theoretical studies19–21 indicated that the bond strength is


only one factor that influences the selectivity of the R bond fis-


sions and the selectivity is mainly dependent on the cleav-


age mechanism. The conjugation interaction between the


aromatic ring and the carbonyl group has a noticeable influ-


ence on the relative energies of the nπ* and ππ* states as well


as their chemical reactivity. Therefore, the relaxation dynam-


ics and dissociation mechanisms for the excited aromatic car-


bonyl molecules are different from those for aliphatic carbonyl


compounds. Experimentally, it has been well established that


both singlet and triplet nπ* states can undergo Norrish type I


and II reactions for aliphatic ketones.22–28 However, both reac-


tions occur only from the lowest triplet state for most aromatic


ketones or aldehydes. The excited singlet state lifetime for


aromatic ketones has been found to be much shorter than


that for the corresponding aliphatic ketones in both the gas


and condensed phases.22–28 Aromatic carbonyl compounds


are highly phosphorescent but only weakly fluorescent


molecules.


After light absorption, a molecule can undergo radiation-


less processes of two general types: photochemical, involv-


ing bond fragmentation or isomerization, and photophysical,


involving transitions between electronic states while either


conserving spin (internal conversion) or altering spin (intersys-


tem crossing). Internal conversion (IC) and intersystem cross-


ing (ISC) play an important role in mechanism and dynamics


of photochemical reactions. For more than eight decades, our


understanding of such radiationless processes has come from


indirect evidence based on yields and decay rates of the radi-


ative population. With the advent of picosecond and femto-


second time resolution, it became possible to study the time


scale of radiationless processes and to resolve the actual


nuclear motions in these processes.11 However, the interme-


diate structures formed through radiationless transitions, which


are termed “dark”, are not amenable to detection by conven-


tional light absorption or emission. Optically dark structures


can be observed by means of ultrafast electron diffraction


developed recently by Zewail and co-workers,12,13 but the


unique techniques and the related complex theory make the


dark transient structures determined by ultrafast electron dif-


fraction a challenge to experimental chemists. Great strides


have been made in the ability to carry out accurate quantum


mechanical calculations for static molecular structures, due to


enhanced computational power and significant methodolog-


ical advances. The multiconfiguration complete active space


self-consistent field (CASSCF), multiconfiguration second-or-


der perturbation theory (CASPT2), and multireference config-


uration interaction (MR-CI) methods are increasingly becoming


a powerful tools in study of excited-state structure and prop-


erties. We have applied the CASSCF method to determine the


dark transient structures involved in radiationless processes


of acetophenone and the related aromatic carbonyl


compounds.29–32 The electronic and geometric structures pre-


dicted for the dark states are in a good agreement with those


determined by ultrafast electron diffraction experiments.11–13


Intersection structures of different electronic states that pro-


vide a very efficient “funnel” for the IC and ISC processes can


be determined with high-level ab initio calculations. However,


experimental determination of the intersection structure


involved in radiationless transitions of a polyatomic molecule


is impossible at present. We have discovered a minimum


energy crossing point among the three potential energy sur-


faces (S1, T1, and T2) that appears to be common to a wide


variety of aromatic carbonyl compounds with a constant


structure. This new type of crossing point holds the key to


understanding much about radiationless processes after


photoexcitation of aromatic carbonyl compounds.


Computational Strategy
The multireference configuration interaction (MR-CI) and mul-


ticonfiguration second-order perturbation theory (CASPT2) are


very efficient algorithms in treating electronic correlation. But


it is a difficult task, at present, to optimize a stationary struc-


ture at the MR-CI and CASPT2 levels of theory for a moderate-


size molecule, such as acetophenone. The CASSCF wave


function has sufficient flexibility to model the changes in elec-


tronic structure upon electronic excitations. The CASSCF


method can provide a balanced description of the stationary


structures on the ground and excited states, but the selection


of the active space is a crucial step. For acetophenone, the


active space should be composed of three π and three π*


orbitals in the aromatic ring, the CsO π and π* orbitals, and


the oxygen nonbonding orbital. In this case, the near-degen-


erate orbitals are included in the active space, which can pro-


vide a good description on structures and the relative


energies. This will be discussed below.


In principle, the third root of the CI matrix should be sought


in order to describe the second excited singlet state (S2) of a
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system without any symmetry. However, the error in the cal-


culated relative energies is sharply increased with the num-


ber of roots. In addition, the CASSCF convergence becomes


very difficult for high excited states. As a result, a correct pre-


diction of high excited states (S2, T2, ...) requires a distinctive


technique of computation. As shown in Scheme 1, energy


order of an excited electronic state varies with geometric struc-


tures. The S2 minimum is definitely higher than the S1 mini-


mum in energy, but the S2 state is energetically lower than the


S1 state at some nuclear configurations, such as G0 and G1 in


Scheme 1. If the initial structure is chosen to be near G1,


the S2 state becomes the lowest excited singlet state and can


be solved as the second root of the CI matrix. For acetophe-


none and the related aromatic carbonyl compounds, the sin-


glet and triplet ππ* states are mainly localized at the aromatic


ring, while the singlet and triplet nπ* states correspond to a


local excitation at the carbonyl group. A large difference exists


in electronic and geometric structures of the nπ* and ππ*


states for aromatic carbonyl compounds. As a result, the ππ*


singlet state (1ππ*) is lower than the nπ* singlet state at the
1ππ* equilibrium geometry. Therefore, the S2 state (1ππ*) can


be treated as the lowest excited singlet state, on the condi-


tion that initial molecular orbitals and starting geometry are


chosen correctly. In this way, structural optimization and


energy calculation for the 1ππ* state can be performed with


high accuracy.


Equilibrium Geometries
As pointed out before, the dark structures involved in radia-


tionless processes are difficult to detect experimentally. But


these structures can be accurately predicted by means of the


advanced ab initio techniques. On the basis of the CASSCF


molecular orbitals and their populations, the S1, T1, S2, and T2


excited states were, respectively, assigned as 1nπ*, 3nπ*, 1ππ*


and 3ππ* in nature for acetophenone and the related aromatic


carbonyl compounds (C6H5COR, R ) H, CH3, CH2CH3, and


CH2CH2CH3).29–32 The CASSCF-optimized bond parameters for


these carbonyl molecules in the five lowest electronic states


have been reported in the previous calculations.29–32 For com-


parison, the CsC and CsO bond lengths for benzaldehyde


and acetophenone in the T2 state are listed in Table 1, where


the available experimental values are also given. In the


ground state, the aromatic ring was predicted to be almost a


regular hexagon with the CsCsC angle in the range of


119.8°–120.3° and the largest difference of 0.012 Å in the


ring CsC bond length. With respect to the S0 structure, the


most striking change in the T1 or S1 structure is associated


with the CsO bond length. The CsO bond length is ∼1.21 Å


in the ground state, and it becomes ∼1.35 Å in the T1 or S1


structure. The n f π* transition of the C6H5COR molecule is


dominated by progression in the CdO stretching mode, which


reflects substantial change in the CsO bond length and has


a little influence on the structure of the aromatic ring. The S1


and T1 electronic states are of similar biradical character,


which is described in Scheme 2. As expected, the πf π* tran-


sition is mainly localized in the aromatic ring, and this transi-


tion has a large influence on structures of the aromatic ring,


but the carbonyl group is less influenced by the π f π* tran-


sition. Two unpaired electrons of the S2 state are delocalized


into the whole aromatic ring, which results in a uniform


increase of the ring CsC bonds from ∼1.40 Å in S0 to ∼1.44


Å in S2.


The T2 state is of biradical character (Scheme 2), but its


electronic and geometric structures are quite different from


SCHEME 1 TABLE 1. The Selected Bond Lengths (Å) for the Dark T2 and S1/T2/
T1 Structures of Benzaldehyde (BA) and Acetophenone (PA)


T2 S1/T2/T1


BA PA BA PA


calca exptb calca exptb calca calca


C1sC2
c 1.483 1.479 ( 0.029 1.486 1.495 ( 0.014 1.469 1.470


C2sC3 1.362 1.322 ( 0.029 1.361 1.349 ( 0.021 1.335 1.335
C3sC4 1.442 1.487 1.445 1.441 1.449 1.449
C4sC5 1.459 1.487 1.460 1.441 1.422 1.421
C5sC6 1.358 1.322 ( 0.029 1.358 1.349 ( 0.021 1.370 1.371
C6sC1 1.471 1.479 ( 0.029 1.474 1.495 ( 0.014 1.469 1.470
C1sC7 1.419 1.420 ( 0.045 1.441 1.460 1.382 1.393
C7sO8 1.239 1.263 ( 0.031 1.233 1.214 ( 0.018 1.305 1.304
a The CASSCF calculated values from refs 29 and 31. b The experimental
values from refs 12 and 13. c The atom numbering is given in Scheme 2.
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those for the S2 state. In the T2 structure two CsC bonds in


the aromatic ring are mainly of double bond character, and


the other CsC bond distances are close to the CsC single


bond length. Structural dynamics of the aromatic carbonyls


benzaldehyde and acetophenone have been studied using the


methodology of ultrafast electron diffraction.11–13 It was found


that intersystem crossing in both molecules results in a


“quinoidlike” structure for the T2 state with the excitation being


localized in the phenyl ring. The nature of the T2 electronic


structure predicted by the CASSCF calculations is confirmed by


the ultrafast electron diffraction experiment. Using the DFT-


optimized bond parameters involving hydrogen atoms, Zewail


and co-workers fitted the T2 structure for acetophenone and


benzaldehyde from the two-dimensional diffraction data with


C2v symmetry imposed for the phenyl ring.12,13 The CsC and


CsO bond lengths inferred experimentally for the T2 state are


given in Table 1. A comparison reveals that the bond param-


eters optimized by the CASSCF method are well-consistent


with those inferred by the ultrafast electron diffraction


experiment.


Adiabatic Excitation Energies
As the simplest aromatic aldehyde and ketone, benzaldehyde


(C6H5CHO) and acetophenone (C6H5COCH3) have become the


classic aromatic carbonyl molecules for photochemical and


spectroscopic studies. The band origins for electronic excita-


tion from S0 to T1, S1, and S2, which are listed in Table 2, were


inferred experimentally. The adiabatic excitation energies


were calculated at the CAS(10,9)/6-31G* level31 as energy dif-


ference between the S0 minimum and the S1, T1, S2, or T2


minimum, and the obtained results are listed in Table 2,


where the CASPT2 and MCQDPT calculated values are given


for comparison. In order to explore the influence of alkyl chain


length and substituents on the adiabatic transition energy,


structures and energies of the S0, T1, S1, T2, and S2 states for


phenyl ethyl ketone (C6H5COCH2CH3) and ortho-, meta-,


and para-CH3 and ortho-, meta-, and para-Cl substituted


C6H5COCH3have been investigated at the CAS(10,9) level


with the 6-31G* basis set. Different substituents and sub-


stitution at different positions were found to have little influ-


ence on the transition energy, and the adiabatic transition


energy to each low-lying electronic state is predicted to be


nearly a constant for the investigated aromatic carbonyl


compounds.31,32


As listed in Table 2, the adiabatic excitation energies to the


T1 and S1 states for C6H5CHO were predicted to be respec-


tively 3.13 and 3.29 eV by the CAS(10,9)/6-31G* calculations,


which are very close to the experimentally inferred values of


3.12 and 3.34 eV. Experimentally, great efforts have been


devoted to determine the location of the lowest ππ* triplet


state for C6H5CHO and C6H5COCH3.26 It is believed that the


two triplet states lie close to each other in the region ∼2000


cm-1 below the S1 minimum. The T2 band origin was esti-


mated to be 3.30 eV for C6H5CHO. Measurements of the sen-


sitized phosphorescence spectra of jet-cooled acetophenone


indicated that the T2 state is not far from the T1 state, but the


position of T2 was not definitely determined in the experi-


ment. In comparison with the experimental estimation, the


CAS(10,9)/6-31G* calculations provide a good description on


the T2 relative energy of C6H5CHO and C6H5COCH3. As shown


in Table 2, the S2 origin was overestimated by ∼0.2 eV with


the CAS(10,9)/6-31G* calculation, and the error is decreased


to ∼0.1 eV by the MCSCF calculation with the 6-311G** basis


set.13 Although more electron correction is included in the


CASPT2 and MCQDPT calculations, the resulting adiabatic


excitation energies are not better than those predicted by the


CAS(10,9) calculations, as compared with the experimental


findings. Analogous results have been obtained in a previ-


ous study.33 The CASSCF calculations with six π electrons in


six π orbitals predicted the S0 f S1 transition energy to be


4.61 eV for toluene (C6H5CH3), which is very close to the


experimentally observed S0 f S1 band origin of 4.65 eV.


The above comparison clearly reveals that the CASSCF cal-


culations provide a very good estimation of the excited-state


structures and the adiabatic transition energies for aromatic


carbonyl compounds. As pointed out before, for aromatic car-


bonyl compounds that have relatively large π conjugation sys-


tems, π and σ orbitals are well separated in energy. The


TABLE 2. The Adiabatic Excitation Energies (eV) for C6H5CHO (BA), C6H5COCH3 (PA), and C6H5COCH2CH3 (PE)


BA PA PE


expta CASSCFb MCSCFc CASPT2d MCQDPTe expta CASSCFb MCSCFc MCQDPTe CASSCFb


S0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
T1 3.12 3.13 3.07 3.07 3.09 3.20 3.20 3.17 3.18 3.27
S1 3.34 3.29 3.29 3.27 3.39 3.38 3.35 3.31 3.38 3.42
T2 3.30 3.22 3.08 3.16 3.12 3.27 3.11 3.18 3.28
S2 4.36 4.58 4.46 4.00 4.09 4.39 4.59 4.47 4.13 4.59


a Experimentally inferred values from refs 26 and 34. b The CASSCF/6-31G* calculated values from ref 31. c The MCSCF/6-311G** calculated values from ref 13.
d The CASPT2 calculated adiabatic excitation energies from ref 35. e The MCQDPT calculated adiabatic excitation energies from ref 13.
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CASSCF calculations with near-degenerate π and oxygen non-


bonding orbitals included in the active space can accurately


predict the excited-state structures and relative energies of


aromatic carbonyl compounds. Structures of a series of small


organic molecules in the ground and excited states were opti-


mized with the CASSCF and CASPT2 methods.36 The CASSCF


optimized bond parameters are not significantly improved by


the CASPT2 calculations, as compared with structures inferred


experimentally. However, the CASPT2 geometry optimization


is very time-consuming and cannot be completed for a large


molecule at present. Actually, the CASSCF method is a good


algorithm for treating stationary points on excited-state poten-


tial energy surfaces if the active space is chosen correctly.


The S1/T2/T1 Three-Surface Intersection
In order to investigate the S1 relaxation dynamics, we


searched for the minimum energy crossing point between the


singlet and triplet state surfaces and the crossing point


between the two triplet surfaces. It was found that the S1/T2


and T2/T1 intersections are indistinguishable from one another


in structure and the two intersections have the same energy.


In fact, the S1, T1, and T2 surfaces intersect in the same region


(S1/T2/T1) for the aromatic carbonyl compounds.29–32 The


structure of the PhCO moiety is very similar in the S1/T2/T1


intersections for all of the aromatic carbonyl compounds


investigated so far. The S1/T2/T1 surface intersection is likely


a common feature for a wide variety of aromatic carbonyl


compounds with a nearly constant structure.


As shown in Scheme 2, the S1/T2/T1 structure is located


between S1(T1) and T2 with the two unpaired electrons dis-


tributed in the O atom and the aromatic ring, respectively. The


differences between the S1 and S1/T2/T1 structures mainly


result from the redistribution of the conjugation of π electrons


and thus would not be expected to give rise to a substantial


change in energy. The S1/T2/T1 structure was predicted to be


4–6 kcal · mol-1 above the S1 minimum. After photoexcita-


tion to the S1 state, the relaxation from the S1 Franck–Con-


don (FC) geometry to the S1/T2/T1 region only involves


deformation of the conjugation of the PhCO moiety, and this


takes place easily. In view of the structures and the energies


found for the FC point on S1, the S1 minimum, and the


S1/T2/T1 intersection, the initially excited wave packet starts


from the FC geometry on the S1 surface and can readily travel


to reach the S1/T2/T1 intersection.


Direct S1(1nπ*) f T1(3nπ*) intersystem crossing for carbo-


nyl compounds occurs with a low efficiency because there is


no first-order spin–orbit coupling for the S1 f T1 transition.37


The S1 f T1 ISC rate constant was measured to be ∼108 s-1


for alkyl ketones. However, the S1(1nπ*) f T2(3ππ*) ISC pro-


cess happens with high efficiency due to a strong spin–orbit


interaction.37 For C6H5COCH3, the S1 f T2 ISC process was


measured to have a rate (kISC) of ∼1011 s-1. The T2/T1 cross-


ing point is a conical intersection between the T2 and T1 sur-


faces, and the time scale for the T2 f T1 internal conversion


(IC) process via the conical intersection is expected to be on


the order of a vibrational period. Therefore, the existence of


the S1/T2/T1 intersection results in the S1 f T1 process tak-


ing place via the T2 state. The T2 state functions as a relay and


enables the S1 f T1 ISC to take place with a high rate. This


is the reason the S1 state lifetime for aromatic ketones is much


shorter than that for aliphatic ketones, aromatic carbonyl com-


pounds are highly phosphorescent, but only weakly fluores-


cent molecules, and Norrish type I and II reactions occur only


from the lowest triplet state for most of aromatic ketones.


Summary and Outlook
We have shown that optically dark intermediates and inter-


section structures involved in radiationless transitions for aro-


matic carbonyl compounds can be accurately determined by


high-level ab initio calculations. These dark structures are


essential to understanding mechanistic photochemistry of a


polyatomic molecule. Experimentally, however, it is very dif-


ficult or impossible to observe optically dark structures directly.


The importance of ab initio determination of transient struc-


tures in the photodissociation dynamics has been demon-


strated for the case of the aromatic carbonyl compounds.


Actually, theoretical calculations are at the heart of exploring


photodissociation dynamics. In addition, the detailed knowl-


edge of mechanistic photochemistry for aromatic carbonyl


compounds provides the basis for the development of our


understanding of the spectroscopy, photochemistry, and pho-


tophysics of polyatomic molecules. Looking further into the


future, theoretical calculations provide not only new insights


into experimental findings but also some guidance to exper-


imental study of photodissociation dynamics. Work along this


line is currently underway.
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C O N S P E C T U S


Molecular materials have emerged as a major theme in contemporary sci-
ence and technology, thanks to the synergetic confluence of the power of


synthetic chemistry, the predictive and analytical capability of condensed matter
physics, and the versatility of materials science and engineering. The stringent
demands in terms of molecular design and supramolecular assembly to be met in
the fabrication of nonlinear optical (NLO) materials for applications such as opti-
cal second harmonic generation (SHG) make it a unique arena covering fascinat-
ing explorations in chemical synthesis, molecular and materials characterization,
theoretical modeling, NLO studies, and photonics technology. Our search for con-
ceptually novel and practically simple but effective approaches to the design of
molecular building blocks for crystals exhibiting efficient SHG has led us to the avenues described in this Account. The focus
has been on the incorporation of structural, symmetry, and shape features in dipolar NLO-phores to realize noncentrosym-
metric or polar molecular assemblies suitable to elicit appreciable SHG responses. Attachment of n-alkyl chains of optimal
length and remote functional groups were shown to be effective methods to steer the assembly of achiral NLO-phore units
into SHG-active noncentrosymmetric lattices. Computational modeling of molecules, molecular clusters, and molecular assem-
blies in crystals provides valuable insight into the observed structure–function correlations. A systematic exploration of the
impact of the placement of stereogenic centers in strongly zwitterionic NLO-phores on the molecular organization led us
to the effective exploitation of C2-symmetric units to form helical superstructures capable of efficient SHG. New materials
developed are based on organic and metal-organic molecules as well as coordination polymers. The potential utility of
molecular shape could be demonstrated through the realization of perfectly polar organization in a family of screw-shaped
dipolar molecules. Combination of optical transparency, thermal stability, and feasibility of fabricating thin films with ori-
entationally ordered crystallites are important aspects of these materials. Several examples presented in this Account high-
light the significance of molecules-in-materials by illustrating that not only the individual molecules and their organization
in the crystal lattice but also the intermolecular interactions exert critical impact on the nonlinear optical response of the
materials. The role of cooperative interactions in some of the cases is pointed out. This Account projects a range of design
strategies for molecular SHG crystals and avenues for expanding further on the present observations; the need to address
and exploit the contribution of intermolecular interactions is specially noted. The different examples presented illustrate not
only the fabrication of new families of materials based on interesting models proposed earlier but also the emergence of
new models from the novel materials developed.


Introduction


The latter half of the last century has witnessed


the emergence of molecular materials as a thrust


area of research at the interface of chemistry,


physics, and materials science. Seminal discover-


ies that occurred periodically have brought to the


limelight a wide range of novel materials and phe-


nomena (Table 1). With the major efforts in this


field directed at unraveling fundamental physical


principles behind the attributes of novel chemical


entities and their assemblies, and on developing
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their application potential, it is only natural that molecular


materials are poised to play a vital role in the science and


technology of the present century. The logical transition from


molecules to supramolecular assemblies to bulk materials


adds a new dimension to the current scenario wherein focus


is shifting from macroscopic to nanolevel architectures.


The uniqueness of molecular materials stems from the fact


that, upon disassembly via dissolution or perhaps melting/


sublimation, they partition into the component molecules that


in many of the cases preserve several of the characteristics


they exhibited in the bulk state. This is indeed, a direct con-


sequence of the assembly of molecular materials via the “two-


level synthesis” (Figure 1) with the latter step involving


relatively weak binding interactions. Even though the individ-


uality of molecules is largely preserved in the bulk materials,


in many instances they undergo significant structural changes,


often conformational. At a more subtle level, the electronic


structure and hence the properties of the molecules can man-


ifest profound changes due to the interactions in the solid


state. It is therefore meaningful to consider notions such as


“molecules-in-materials”, highlighting the nontransferability of


molecular features between the isolated and aggregated states


and “molecular cooperatives”, where the interactions, even if


weak, manifest signatures of cooperativity in the extended


assemblies. These considerations are fundamental, while


addressing the electrical, optical, or magnetic attributes of


molecular materials.


Fabrication of efficient second-order nonlinear optical (NLO)


materials that exploit the fast and strong response of organic


and metal-organic molecules is one of the fascinating prob-


lems in the field of molecular materials.13 Choice of the


molecular building blocks, the intermediate stage in the two-


level synthesis (Figure 1), is often dictated by the requirement


of large hyperpolarizability (�) and for applications such as sec-


ond harmonic generation (SHG) good transparency in the


spectral region of interest.14 “Push–pull” systems with a dipo-


lar π-conjugated structure, octupolar molecules, and noncon-


jugated structures with donor–acceptor groups have been


investigated extensively. Realization of even-order NLO effects


necessitates a noncentrosymmetric structure. Therefore the


predilection of molecules to form centrosymmetric crystals15


has been one of the central problems addressed at the sec-


ond level of materials synthesis. Beyond this essential condi-


tion, efficient SHG responses require an assembly of the NLO-


phores with optimal orientations that effectively exploit their


� tensor components; the well-known oriented gas model16


provides insight into this aspect. Several chemical and phys-


ical protocols have been explored for the assembly of molec-


ular SHG materials. Incorporation of features like chirality,3,17


steric effects18 and H-bond functionalities19,20 in the mole-


cule have led to crystals exhibiting strong SHG. Other


approaches include salt formation,21 cocrystallization,22 and


assembly of helical superstructures.23 Techniques like elec-


tric field poling in polymers, intercalation in host lattices, phys-


ical vapor deposition, and ultrathin film assembly through


layer-by-layer and Langmuir–Blodgett techniques have also


been used to fabricate materials with strong SHG responses.


Unlike conducting and magnetic materials where cooperativ-


ity of interactions is the essential basis for the materials


attributes, in the case of molecular NLO materials, such effects


have been less widely exploited.


Among the various forms of molecular materials, crystals


afford the most direct access to the details of molecular orga-


nization and hence are best suited to derive correlations


between the SHG response on the one hand and the molec-


ular structure, intermolecular interactions, and assembly pat-


terns on the other. The subtle interplay between the molecular


structure, the assembly in crystals, and in turn, the impact of


the assembly on the molecular and electronic structure deter-


mines the bulk SHG response. Since dipolar NLO-phores are


the most extensively investigated in SHG applications, we


have sought to explore novel approaches to their design


TABLE 1. Some Landmark Events in the Development of Molecular
Materials over the Last Fifty Yearsa


year molecular materials discovered ref


1954 perylene-Br: organic semiconductor 1
1960s tetracyanoquinodimethane (TCNQ)-based


semiconductors
2


1965 amino acid crystals: organic NLO materials 3
1969 poly(vinylidene fluoride): piezoelectric polymer 4
1973 tetrathiafulvalene (TTF)-TCNQ: organic metal 5
1977 polyacetylene: conducting polymer 6
1980 (TMTSF)2(PF6): organic superconductor 7
1984 NPP: organic SHG crystal 8
1987 AlQ3: molecular electroluminescent material 9
1990 poly(p-phenylenevinylene) (PPV): electroluminescent


polymer
10


1991 γ-nitrophenyl nitronyl nitroxide (γ-NPNN): organic
ferromagnet


11


2005 phenazine-chloranilic acid: ferroelectric cocrystal 12
a The list is by no means exhaustive.


FIGURE 1. Two-level synthesis of molecular materials (full line
arrows) contrasted with the direct route to traditional materials
(broken line arrow).
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through incorporation of simple but effective molecular fea-


tures. This Account provides an overview of the strategies we


have developed for the fabrication of molecular crystals exhib-


iting efficient optical SHG. At the molecular level, introduc-


tion of features such as optimally long alkyl chains24–27 and


remote functionalities28–31 facilitate new routes to the forma-


tion of noncentrosymmetric crystals. The former exploits the


balance of different intermolecular interactions,26 whereas the


latter enables facile control on supramolecular organization


and provides significant insight into structure–function corre-


lations. Homochirality is a well-established tool to induce non-


centrosymmetric lattice structure; new materials we have


synthesized reveal the significance of the location of stereo-


genic centers in the molecule in driving optimal molecular ori-


entations in the crystals.17,32 Extension of the approach led to


the exploitation of C2-symmetric molecules for the fabri-


cation of helical superstructures33–35 and coordination


polymers36,37 exhibiting efficient SHG. Perfectly polar organi-


zation of dipolar molecules is relatively rare and of special


interest in electro-optic materials. Simple screw-shaped


metal-organic molecules were found to show a dominant


tendency toward such organization in the solid state38–40


including vapor-deposited films.41 This Account outlines the


conceptual basis for the design and development of the dif-


ferent classes of molecular crystals that exploit molecular


structure, symmetry, and shape for the realization of efficient


SHG responses (Figure 2). The critical role of intermolecular


interactions including cooperative effects on the NLO


responses of several of the materials is highlighted.


Structure as Design Element
Tuning the assembly by tinkering with the molecular struc-


ture has been one of the most popular approaches to the


design of molecular SHG materials; several examples have


been cited above. We have investigated extensively push–


pull compounds having the diaminodicyanoquinodimethane


(DADQ) framework. They possess large � values that are sen-


sitive to environment effects,42 thus providing ideal test cases


for the “molecule-in-a-crystal” concept43 discussed later. The


DADQ framework allows facile derivatization and hence var-


ied molecular assemblies; their appreciable thermal stability is


an additional asset. Among a series of achiral n-alkyl-substi-


tuted DADQs, we observed that only the butyl, pentyl, and


hexyl derivatives showed SHG (Figure 3).24,27 The crystals of


propyl, butyl, pentyl and octyl derivatives were amenable to


structure elucidation; the butyl and pentyl ones are noncen-


trosymmetric, while the propyl and octyl ones are centrosym-


metric. The intriguing effect of alkyl chain length on the


structure and SHG of DADQs assumed more significance in


view of the SHG reported for microcrystalline powders of


n-alkyl derivatives of the prototypical NLO-phore, p-nitro-


aniline (pNA).44 Our detailed investigations including crystal-


lographic characterizations established that only the butyl


derivative was noncentrosymmetric and SHG active (Figure


3).25 When the same effects were noticed in 2,4-dinitroaniline


(dNA) derivatives as well (Figure 3), we undertook a system-


FIGURE 2. Schematic representation of design concepts exploiting
the structure, symmetry, and shape of dipolar NLO-phore molecules
for assembling SHG-active crystals.


FIGURE 3. (a) Molecular structure of N-n-alkyl-substituted NLO-
phores and (b) their SHG (1 U ) SHG of urea); n ) 0 indicates
unsubstituted molecules (adapted from ref 27).
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atic analysis of the role of the different intermolecular inter-


actions in the crystal lattice.26 In the dNA series, since


intermolecular H-bonds were obviated due to strong intramo-


lecular H-bonds, one has to contend primarily with only the


dipolar and dispersion interactions. The essential lesson


from this investigation was that as the alkyl chain length


increases, the contribution of dispersion interactions


increases, whereas that of the dipolar interactions decreases


(Figure 4). Even though both dispersion and dipolar forces


facilitate centrosymmetric packing,24 different parts of the mol-


ecules promote these effects: the hydrocarbon tail promotes


the former and the chromophore group the latter. Therefore


it was surmised that a balance achieved with an optimal chain


length leads to complex packing motifs including noncen-


trosymmetric structures. Preliminary observations suggest sim-


ilar alkyl chain effect in N-n-alkyl-bis(4-nitrophenyl)amines as


well.27


We have explored a novel concept of molecular materials


design based on what can be termed “remote functionaliza-


tion”. In this approach, the NLO-phore is coupled with the so-


called remote functional unit through saturated covalent


bonds; the remote unit modulates the molecular organiza-


tion without explicit interference in the NLO-phore response.


Examples of systems that we have studied are shown in Fig-


ure 5. DMEDQ and AENA are achiral molecules forming cen-


trosymmetric crystals. However the remote functionality


facilitated the fabrication of their salts, leading to interesting


noncentrosymmetric and SHG active materials. For example,


DMEDQ/terephthalic acid showed a SHG of ∼9 U28 and


AENA/S-camphorsulfonic acid showed appreciable SHG of


∼18 U; in the latter case, the role of the chiral counterion is


not critical as demonstrated by the contrasting case of the salt


of pNA, which showed no detectable SHG.29 Molecular pack-


ing in the AENA salt induced by the interactions mediated by


the remote functionality leads to strong SHG. Recently, we


found that the homologous series of salts of AENA with the


achiral acids, acetic, propionic, and butyric, form noncen-


trosymmetric crystals; the SHG activity decreases with increase


in the size of the carboxylate ion, a trend opposite to that


expected from an oriented gas model based analysis (Table


2).30 Examination of intermolecular interactions reveals that


the pNA moieties in AENA are linked into H-bonded chains in


the acetate salt, whereas such interactions break down pro-


gressively in the propionate and butyrate salts (Figure 6) as a


result of packing constraints. The impact of cooperative


H-bonding on the molecular nonlinear responses provides a


rationale for the observed SHG trends as discussed later. The


“remote functionalization” concept was exploited in fabricat-


ing SHG-active metal complexes as well.31


Symmetry as Design Element
Among the strategies based on molecular modifications, the


only one that absolutely ensures a noncentrosymmetric crys-


tal lattice formation is the assembly of homochiral molecules.


However, this does not guarantee optimal orientation of the


molecules and hence strong SHG. We have probed the pos-


FIGURE 4. Computed dipole–dipole and dispersion energies for
crystals of N-n-alkyl-substituted dNA, plotted against the alkyl chain
length. Reproduced from ref 26. Copyright 2000 American
Chemical Society.


FIGURE 5. Molecular structure of “remote functionalized” NLO-
phores, 7,7-bis(N,N-dimethylethylenediamino)-8,8-
dicyanoquinodimethane (DMEDQ) and N-(2-aminoethyl)-4-
nitroaniline (AENA).


TABLE 2. Effective NLO Susceptibility Coefficient for SHG (d12)
Estimated Using Crystal Structure and Oriented Gas Model,
Experimental SHG and Static Hyperpolarizability (�0) per Molecule
from AM1/TDHF Calculation on Dimers Extracted from the Crystal
Lattice of Salts of AENA with Acetate, Propionate and Butyrate
Counterions (Figure 6)


AENA acetate AENA propionate AENA butyrate


bZYY
eff (d12) 0.149 0.268 0.360


SHG, U 25.5 22.0 4.1
�0 per molecule


(10-30 esu)
6.072 5.069 0.538
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sible impact of the placement of stereogenic centers in the


framework of dipolar molecules on the molecular orientations


in the crystal lattice and hence on the SHG from the mate-


rial. The limited but insightful exercise was focused on four


DADQ molecules (Figure 7).20,32,45 They show a systematic


variation in the position of the stereogenic site with respect to


the molecular axis that is coincident with the strongest µ
(dipole moment) and � components; the placement of the site


could be quantified using a topological measure of chirality


that we have defined.17 Most interestingly, we found that the


effective nonlinear susceptibility estimated using an oriented


gas model analysis of the molecular orientations in the crys-


tals had a linear correlation with this chirality measure (Fig-


ure 7). In other words, the SHG response of this family of


materials, controlled by the molecular orientations, could be


related in a semiquantitative manner to the placement of the


stereogenic center in the molecular structure. The factors pro-


moting the deviation of molecules from a centrosymmetric


assembly were found to be the number of stereogenic cen-


ters and their placement on rigid frameworks in close prox-


imity to the dipole axis.


A logical extension of this exercise would be to have the


element of chirality intimately associated with the largest �
component. We envisaged that C2-symmetric push–pull mol-


ecules would be viable candidates. Since helical motifs often


provide enhanced SHG responses,23 formation of chiral


supramolecular assemblies is desirable. N,N′-Bis(4-nitrophe-


nyl)-1R,2R-cyclohexanediamine (BNDC) was found to satisfy


these criteria. It forms helical superstructures in crystals, medi-


ated by nitro group interactions (Figure 8), and exhibits strong


solid-state SHG33 comparable to the prototypical NPP.8 An ori-


ented gas model analysis suggested that the response of


BNDC crystals is dominated by cooperative interactions within


the supramolecular assemblies; we return to this point later.


FIGURE 6. Organization of the pNA moieties in the crystals of (a) AENA acetate, (b) AENA propionate, and (c) AENA butyrate, and schematic
drawing of the supramolecular structures showing the amino-nitro H-bonds where present: C (gray), H (white), N (blue), and O (red) atoms
and H-bond (broken cyan/black line) are indicated (adapted from ref 30).


FIGURE 7. (a) Molecular structure of the chiral
diaminodicyanoquinodimethanes and (b) variation of their solid-
state SHG with beff�0 (the line is only a guide to the eye); beff is
estimated using the crystal structures and oriented gas model; �0 is
from AM1 computations; inset shows the correlation of beff with the
chirality measure, κ, defined in ref 17 (adapted from ref 17).
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Supramolecular helical structures were realized also with chiral


C2-symmetric bis(amide) molecules; minor molecular struc-


ture variations alter the molecular organization from polar to


helical and induce moderate SHG capability.34 An interesting


case of spontaneous resolution in the crystalline state was


observed in a novel derivative of DADQ. 7-(N,N-Dimethylpip-


erazinium)-7-oxo-8,8-dicyanoquinodimethane (DPODQ) was


synthesized in an unusual hydrolysis reaction, and this con-


formationally chiral molecule formed homochiral helices in


crystals with concomitant SHG activity (Figure 8).35 Another


route to helical molecular organization and SHG materials is


based on metal coordination polymers. We have exploited this


route by designing the C2-symmetric ligand N,N′-bis(4-


cyanophenyl)-(1R,2R)-diaminocyclohexane.36,37 Even though


the ligand does not form helical assemblies, the complex with


Ag(I) formed a helical polymer with a nearly 10-fold increase


in the SHG response.36 Extension of the approach to other


helical structures has been reported recently.46 The exam-


ples discussed above, of helical superstructures built from


organic molecules and metal complexes, indicate an elegant


route to the construction of molecular SHG materials with


potential to tap cooperative interactions and realize enhanced


responses.


Shape as Design Element
The critical role of molecular shape in the assembly of liquid-


crystalline materials is well-known. Even though the relevance


of molecular shape to crystal packing is implicit in classical


approaches such as those due to Kitaigorodski,47 it has not


been used extensively for generating specific packing motifs,


such as noncentrosymmetric structures of interest in quadratic


NLO applications. A notable case in this connection is the


design of polar assemblies proposed by Hulliger and co-work-


ers for fabricating efficient electro-optic single-component


molecular crystals.48 The basic idea derives from models for


the evolution of polar order in channel-type inclusion lattices


and involves rod-shaped push–pull molecules with non-


polarizable groups. A subtle balance of intermolecular


acceptor-acceptor, donor-donor, and lateral interactions was


proposed to lead to polar crystals. A potential design would


involve a “screw-shaped” molecule having a dipolar backbone


with large hyperpolarizability and a “head” that hinders lateral


interactions but not the one-dimensional Coulombic interactions.


Zn(II)(acac)2L complexes with L ) 4-(dimethylamino)pyridyl


(ZNDA), 4-(pyrrolidino)pyridyl (ZNPPA), and 4-(morpholino)-


pyridyl (ZNMPA) possess such shape and, most interestingly,


were found to crystallize in perfectly polar lattices (Figure


9).38,40,41 They show SHG responses comparable to that of


urea and are of potential interest in electro-optic applications.


Recently, Su and co-workers have shown that in addition to


the “screw shape”, appropriate ratio between the width of the


head and length of the tail may be important for the assem-


bly of these molecules, emphasizing again the role of molec-


ular shape.49


ZNPPA shows a special case of dimorphism with a cen-


trosymmetric structure in addition to the perfectly polar one;


an unusual cogrowth of the two forms was also observed in


specific solvents.40 The optical transparency and thermal sta-


bility of the Zn(II)(acac)2L are important from the point of view


of applications. They could also be fabricated as thin films by


physical vapor deposition. X-ray diffraction and polarization-


dependent SHG measurements demonstrated that the films


FIGURE 8. (a) Molecular structures of BNDC and DPODQ and (b)
the helical superstructures in BNDC · acac (solvent molecules omitted
for clarity) and DPODQ · H2O crystals: C (gray), N (blue), and O (red)
atoms, H-bonds (broken cyan line), and electrostatic interactions
(magenta line) are indicated (adapted from refs 33 and 35).
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are constituted of polar crystallites with uniaxial orientational


ordering.41 The rare phenomenon of perfectly polar assem-


bly in these crystals, a signature of cooperative organization,


is induced by the molecular shape and the balance of aniso-


tropic intermolecular interactions. As noted earlier, polar


assembly was realized also in a chiral vicinal bis(amide) mol-


ecule,34 enabled by the unusual syn conformation of the


amide groups.


Molecules-in-Materials and Molecular
Cooperatives
Modeling the molecular structures existing in bulk materials,


their electronic structure, and finally the molecular organiza-


tion and materials properties is a challenging problem. It is


possible to conceive an iterative process based on “embed-


ding models”,50 wherein knowledge of the crystal structure


allows optimization of the molecular structure in presence of


a framework of neighbors, followed by remodeling of the


framework and repetition till self-consistency is achieved. A


conceptually more simplistic, however practically more con-


venient, approach would involve mimicking the environment


of a “molecule-in-a-crystal” using standard solvation models,51


with no crystal structure inputs. The effective dielectric


medium that the model imposes on the molecule can signif-


icantly alter the molecular and electronic structures. Implicit in


this idea is the assumption that the dominant effects are elec-


trostatic in nature and that the anisotropic molecular environ-


ment that exists in the material may be simulated by an


appropriate cavity that assumes the shape of the molecular


surface as defined by the solvation model employed. Success-


ful implementation of such an approach includes modeling


the structure of a boron-amine complex in the solid state by


Schleyer52 and analysis of transition-state analogs by Sherer


and co-workers.53 We have shown that similar computations


can effectively model the large dihedral twist exhibited by


DADQ molecules in the solid state and that the dielectric con-


stants imposed could be related meaningfully to the molecu-


lar features.43 Since the hyperpolarizabilities of these


molecules are sensitive to the molecular twist,54 a correla-


tion can be visualized between the molecular environment in


the material and the molecular NLO response. We have


extended such molecules-in-materials concepts to a variety of


problems: charge redistribution and complexation in the solid


state,35,55 electronic states that determine spectroscopic fea-


tures of bulk materials,56 and molecular assembly and


polymorphism.40,57 Analysis of the molecular hyperpolariz-


ability taking into account the environment effects is impor-


tant for the effective design of molecular NLO materials;


explorations in this direction using the “molecules-in-materi-


als” concept would be interesting.


A further level of inquiry required to unravel the impact of


assembly in molecular materials relates to cooperative effects


of intermolecular interactions. Extended interactions leading to


the formation of delocalized energy bands or internal mag-


netic fields are critical in conducting and magnetic materials.


Cooperative interactions have been utilized less widely in the


design of molecular NLO materials. The enhanced SHG from


helical polymers has been attributed to coherent contributions


from the supramolecular organization of the pendant NLO-


phores.58 Significant nonadditive effects have been invoked to


explain hyperpolarizabilities of aggregates.59 Computational


studies have highlighted the impact of cooperative dipolar and


H-bonding interactions on the quadratic NLO response of


supramolecular structures.60 Some of the materials that we


have discussed above emphasize the significance of cooper-


ative effects. The helical superstructures of BNDC formed


through nitro-nitro interactions provides an illustrative case.33


Since the BNDC molecule essentially consists of two pNA moi-


eties, its � evaluated computationally could be meaningfully


compared with that of NPP.8 Assuming further, noninteract-


ing molecules within the framework of the oriented gas


model, the relative SHG responses of the solids can be esti-


mated using the information on molecular assemblies in the


two crystals. It turns out that the experimentally determined


SHG of BNDC is approximately ten times higher than such esti-


mates. This is strongly suggestive of cooperative interactions


FIGURE 9. (a) Molecular structures of ZNDA, ZNPPA, and ZNMPA
and (b) the perfectly polar assembly in their crystals; the molecular
shape is shown for ZNDA (adapted from refs 38, 40, and 41).
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between the molecules in the helical superstructure. Another


significant example is the case of the AENA carboxylic acid


salts.30 The trend in the experimental SHG is exactly the


reverse of that predicted based on the � values of the indi-


vidual pNA moieties and the molecular orientations in the


crystals. Computations however revealed that the � value of


the molecular clusters decreases from acetate to the butyrate


salts (Table 2), a consequence of the decreasing number of


chromophores involved in the “molecular cooperatives”. This


provides an unambiguous verification of the impact of


supramolecular interactions on the SHG responses of the


homologous series of crystals. Finally, we mention our recent


study of a blue-luminescent molecular crystal61 showing a


melting temperature of 348 °C (being centrosymmetric, it does


not show SHG) that highlights the role of cooperative effects


in the stability of molecular materials. The high thermal sta-


bility observed, even in the absence of large local dipoles or


features conducive to strong, specific intermolecular interac-


tions, could be explained using computations on oligomeric


molecular assemblies that demonstrated cooperativity of inter-


actions leading to sizable binding forces.


Conclusions
Following an overview of the emergence of molecular mate-


rials, the design and synthesis of quadratic NLO materials has


been discussed in the general context of molecular assem-


bly. Several examples of novel materials developed in our lab-


oratory, exploiting molecular structure, symmetry, and shape


were highlighted. Introduction of optimally long alkyl chains


or remote functionalities on novel as well as known NLO-


phores is extremely simple to implement from the standpoint


of synthesis and opens up enormous possibilities for materi-


als design. The remote functional group approach confers con-


siderable flexibility on the control of molecular orientations in


the crystal lattice through the generation of various intermo-


lecular interactions. The selective incorporation of stereogenic


elements in molecules that we have explored suggests a tai-


lored approach to the use of homochiral building blocks for SHG


active crystals. Exploitation of the shapes of molecules with large


polarizability or hyperpolarizability in the design of specialized


structures such as perfectly polar assemblies could have signifi-


cant implications for the fabrication of electro-optic, ferroelec-


tric, piezoelectric, and pyroelectric molecular materials.


The relevance of molecules-in-materials and the role of


cooperative effects in realizing unusual molecular assemblies


or achieving enhanced SHG responses are pointed out


through examples presented in this Account. Cooperative


intermolecular interactions can provide a powerful handle to


achieve enhanced nonlinear optical effects. The current illus-


trative cases provide impetus for developing new avenues to


the fabrication of molecular NLO materials. It would be of


interest to translate these concepts realized in molecular


crystals into the realm of doped polymer films, host–guest


systems, intercalation complexes, ultrathin films such as Lang-


muir–Blodgett films, and molecular nanostructures.
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